


Since motors appeared in the early 19th 
century, they have been used in all types of 
electrical appliances and are now an 
indispensable part of our daily lives.  Today, 
a huge number of motors are used in a wide
range of applications, and it is claimed motors
account for more than 55% of the world's 
power consumption. 

Therefore motor research is extremely 
important if we are to maintain our affluent 
lives while also perpetually conserving the 
global environment. 

We created these Nagamori Awards to bring
vitality to technological research of motors and
related fields, such as generators and actuators, 
and also to support the researchers and 
development engineers who strive each day to
fulfill their dreams.

Nagamori Foundation decided six winners of the 8th Nagamori Awards,  from whom  the Grand Nagamori Award 
winner will be chosen on September 4th.  The Grand Nagamori Award winner will receive 5 Million JPY and each 
Nagamori Award winner, 2 Million JPY.

The 8th Nagamori Awards Winners:
Huijun Gao
Professor and Director, Research Institute of Intelligent Control 
and Systems, Harbin Institute of Technology
For contributions to the advanced control for mechatronic systems

Yunwei Ryan Li
Professor and Acting Department Chair, Department of Electrical 
and Computer Engineering, University of Alberta
For contribution to the PWM, control and converter topology 
of medium voltage high power industrial drives

Burak Ozpineci
Section Head, Vehicle and Mobility Systems Research Section, 
Building and Transportation Science Division, 
Oak Ridge National Laboratory
Low cost, high efficiency, compact electric motor drives 
for more electrified transportation systems

Gianmario Pellegrino
Full Professor, Department of Energy "Galileo Ferraris",
Politecnico di Torino
Synchronous and PM-synchronous reluctance motor drives 
- theory, design, and control methods

Maryam Saeedifard
Associate Professor, School of Electrical and Computer Engineering, 
Georgia Institute of Technology
For contributions to highly-efficient, power-dense and fault-tolerant 
multilevel converter-based medium-voltage drives

Akio Yamamoto
Professor, Graduate School of Frontier Sciences,
The University of Tokyo
Pioneering research and development on theoretical models 
and applied systems for electrostatic film actuators

Contact information: Nagamori Foundation
Address: 338 Kuzetonoshiro-cho, Minami-ku, Kyoto 601-8205, JAPAN
Tel: +81-75-935-7731  E-mail: n.awards@nidec.com
https://www.nidec.com/en/nagamori-f/
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by Eric Monmasson

Editor’s Column

Important transformations in the 
field of industrial electronics, 
whether in terms of paradigms, such 

as blockchain and data-driven systems, 
or industrial wireless networks and de-
vices, are the subject of this issue. First, 
Xinghuo Yu et al., in “Blockchain: What 
Does It Mean to Industrial Electronics?” 
review basic concepts, key features 
and technologies, and future chal-
lenges and opportunities of block-
chain, analyzing the technology’s future 
impact on major areas of industrial 
electronics. Then, in “Dependency-
Aware Tensor Scheduler for Industrial 
AI Application,” Wei Rang et al. dem-
onstrate why it is important, at a time 
when deep neural networks (DNNs) in 
artificial intelligence applications are 
spreading in the industrial community, 
to effectively schedule GPU memory 
for DNN training. To this end, innova-
tive memory management for training 
nonlinear DNNs is proposed.

“Factory 5G: A Review of Industry-
Centric Features and Deployment 
Options,” by Aamir Mahmood et al., 
exposes how 5G wireless communica-
tions is key to future smart manufac-
turing’s strive for digitization and agile 
operations. The topic of wireless in-
dustrial communication continues 
with “Clock Synchronization for 
Wireless Time-Sensitive Networking: 
A March From Microsecond to Nano-
second,” by Óscar Seijo et al., who 

discuss the need for accurate clock 
synchronization in high-performance 
industrial wireless networks and tech-
nologies to achieve it.

The final two articles are “Data-
Driven Edge Computing: A Fabric for 
Intelligent Building Energy Manage-
ment Systems,” by Zhishu Shen et al., 
and “System-on-Chip 
FPGA D e v i c e s  for 
Complex Electrical En-
ergy Systems Control,” 
by Eric Monmasson 
et  al. In the first one, 
the authors propose 
building energy man-
agement systems with 
a data-driven edge fab-
ric for the future Build-
ing 4.0. In the second, 
the authors show how 
system-on-chip (SoC) 
f ield-programmable 
gate arrays (FPGAs) 
are good candidates for implement-
ing future edge computing platforms 
to address complexity and storage 
challenges resulting from data-driven 
approaches. SoC FPGAs can make 
significant contributions to key devel-
opments in complex electrical en-
ergy systems. 

In the editorials, we welcome Prof. 
Bimal K. Bose, a living legend in the field 
of power electronics, who is shares his 
professional experiences and vision for 
the future. His article is complements 
to the March issue, which was dedicat-
ed to this topic.

I would also like to inform poten-
tial authors about two recent changes. 
First, as of 1 March, it is mandatory 
that authors’ primary email address 
be an intuitional one. Noninstitutional 
email addresses can be used only for 
primary carbon copies. This measure 
has successfully been implemented in 

IEEE Transactions on Indus-
trial Electronics, and it aims 
to protect authors’ identity 
and integrity. Second, I am 
pleased to announce that 
IEEE Industrial Electronics 
Magazine will be integrated 
with IEEE DataPort, so au-
thors will have an option 
to upload their research 
data sets when they sub-
mit articles. If an article is 
accepted, the data set will 
be automatically linked to 
IEEE Xplore.

Finally, let me echo the 
IEEE Industrial Electronics Society 
president’s message about the devas-
tating situation in Ukraine and extend 
a prayer that the war ends soon. The 
values of peace, tolerance, and mutual 
aid that are at the heart of our interna-
tional scientific community must pre-
vail. A dramatic event like the Ukraine 
crisis makes us realize that the IEEE 
slogan “Advancing Technology for Hu-
manity” is not a string of words but a 
noble objective. This humble magazine 
is animated by this vision and always 
will be.

�

Advancing Technology for Humanity: More Than Words
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WE WELCOME 
PROF. BIMAL K. 
BOSE, A LIVING 
LEGEND IN THE 
FIELD OF POWER 
ELECTRONICS, 
WHO IS SHARES 
HIS PROFESSIONAL 
EXPERIENCES AND 
VISION FOR THE 
FUTURE.
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I don’t think any of us expected the 
beginning of the year to be so dif­
ficult. The pandemic has receded 

into the background, not because it 
suddenly ended but because of the 
even more significant threat of Rus­
sia’s unjustified attack on Ukraine. This 
has destabilized the world as we know it 
and reminds us of the old 
days of global tension in 
international relations. As  
I write these words, I am 
200 km from the Ukrainian 
border, on the other side of 
which a brutal war is tak­
ing place, causing suffer­
ing to millions of people, 
including our colleagues. 
Three weeks after the as­
sault began, 2 million refu­
gees, mainly women and 
children, have fled to Poland alone.

It is impossible to write in such 
circumstances about the journals, 

conferences, and 
other activities of 
our Society, though 
they are essential. 
However, we are re­
minded that the IEEE 
Industrial Electronics So­
ciety’s most precious asset  

is its people, its mem­
bers. Being together ena­
bles us to build ties that 
we harness to carry out 
joint scientific and in­
dustrial projects. Thanks 
to these relationships, 
we break through ste­
reotypes and build un­
derstanding, getting to 
know different cultures 
and customs. Therefore, 
faced with the suffering 

surrounding us, it is important not to 
pretend that nothing has happened. 
We cannot remain silent, and we can­
not be passive. Our solidarity, sympa­
thy for Ukraine, and material support 
are crucial these days.

I think this is also a test for society. 
New technologies, mainly the Internet, 
have not killed the spirit of humanity 
and sensitivity we have in us. Rather, 
they are helping us to help, express 
our sympathy, and condemn what is 
wrong. I hope that by the time these 
words are published, this bad dream 
will be over, and peace wi l l  have 
come, which would allow us to re­
build strong relationships of coop­
eration without divisions and drives  
for conquest.

�

Solidarity With Ukraine
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What Is Blockchain?

I
magine you want to send money 
to a friend overseas. Wouldn’t it 
be good if you didn’t have to pay 
hefty fees to the intermediaries, 
and your friend received the funds 
very quickly? Now imagine or-

dering parts to make a product in your 
manufacturing plant. Wouldn’t it be great 
if you were able to verify where each part 
comes from and have access to a reliable 
certificate on its quality automatically? 
Also think about dealing with energy use 

or selling off your excess solar energy 
as a prosumer. Wouldn’t it be nice if you 
could purchase cheaper energy or sell it 
profitably at ease?

Blockchain can resolve these chal-
lenges. Blockchain is a distributed 
ledger of transaction and data man-
agement technology that enables 
distributed nodes to collaboratively 
affirm transaction provenance via a 
decentralized consensus mechanism. 
The interest in blockchain has been 
increasing exponentially in both in-
dustry and academia because of its 
potential to revolutionize modern in-
dustries and businesses [1], [2].

The Concept of Blockchain
The term blockchain was coined in the 
2008 article “Bitcoin: A Peer-to-Peer 
Electronic Cash System,” by Nakamoto 
[3]. In a narrow sense, it is a chained 
data structure storing data blocks se-
quentially and a nontamperable and 
unforgeable distributed ledger that 
is secured cryptographically. Broad-
ly speaking, it can be considered a new 
distributed infrastructure and comput-
ing paradigm using chained block data 
structures to store and validate data, 
node consensus algorithms to gener-
ate and update data, cryptography to 
secure data transmission and access, 

Blockchain:  
What Does It Mean  

to Industrial Electronics?

Technologies, Challenges, 
and Opportunities

XINGHUO YU, CHANGBING TANG, 
PETER PALENSKY, and  
ARMANDO WALTER COLOMBO

©SHUTTERSTOCK.COM/PHIVE
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and smart contracts with automated 
scripts to program and manipulate 
data (Figure 1 illustrates how it works).

Currently, blockchain technology 
is regarded as a breakthrough that is 
changing the ways businesses and or-
ganizations operate [4]. Just like mod-
ern information technologies, such as 
big data, cloud computing, and the In-
ternet of Things (IoT), it relies on exist-
ing technologies to deliver its promises.

The Journey of Blockchain
The development of blockchain tech-
nology has gone through three phas-
es, namely, programmable currency, 
programmable finance, and program-
mable society, dubbed Blockchain 1.0, 
2.0, and 3.0, respectively.

Soon after publishing [3], Nakamoto 
created software in 2009 to mine the 
foundation block, opening the era of Bit-
coin. The initial interest in blockchain 
was in virtual currencies, i.e., for Block-
chain 1.0, how much they were worth, 
how to mine, how to buy, and how to sell. 
A few years later, attention was placed on 
the technology itself, leading to a big step 
forward—Blockchain 2.0—marked by 
the publication of the “Ethereum White-
paper” in 2013 [5]. 

Ethereum is a platform that offers 
a variety of modules allowing users to 
build applications. It works like build-
ing a house, where Ethereum provides 
building modules, such as the walls, 
roof, and floor, and customers need only 
to assemble the house using the mod-
ules. The core of Ethereum is the smart 
contract, which is an automated agent. 
However, Blockchain 2.0 could achieve 
only 70–80 transactions per second, 
which hindered its applications. Recent 
years have seen the emergence of Block-
chain 3.0, which is a platform that is able 
to process the volumes of transactions 
necessary for mass adoption. It presents 
the future of blockchain: a decentral-
ized Internet with data storage, smart 
contracts, cloud nodes, and open-chain 
networks, applicable to a wide range of 
fields, from finance to manufacturing, 
energy, logistics, medicine, and social 
networks. The journey of the blockchain 
developments is illustrated in Figure 2.

The Key Technologies of Blockchain
There are four key traditional technolo-
gies of blockchain: distributed storage, 
cryptography, consensus algorithms, 
and smart contracts (see Figure 3).

Distributed storage is used for data 
sharing and synchronization in a net-
work composed of many distributed 
nodes in different physical addresses 
or organizations. Each participating node 
has complete data storage and is inde-
pendent and peer-to-peer connected. 

Blockchain relies on distributed stor-
age to ensure reliability and security 
of the data, and increasing the number 
of participating nodes would enhance 
their improvements. On one hand, the 
technology generates block hard forks 
to achieve transaction rollback and 
avoid malicious tampering of data. On 
the other hand, it leads to a significant 
increase in storage.

Cryptography is used for addressing 
information security issues. Famous al-
gorithms include hashing algorithms, 
encryption and decryption algorithms, 
digital certificates and signatures, and 
zero-knowledge proofs [6]. Hash algo-
rithms generate header information 
for each unit (block) in the blockchain. 
The connection between the blocks 
is achieved by including the previous 
block header information in the next 
block header. Meanwhile, hash-based 
tree structures, such as the Merkle 
tree, are used to organize the specific 
transactions or states in the block and 
store the summary information (root 
hash) in the block header, making it 
extremely difficult to tamper with. The 
storage structure of blockchain is like 
a zipper: after each data item is stored 
independently, a chain is formed, and 
any node can be traced. In this process, 
the signature is determined by cryp-
tography, and a zero-knowledge proof 
plays an increasingly important role 
in convincing a verifier that a certain 
assertion is deemed correct without 

A New Order Is
Generated

A Block Representing
the Order Is Created

The Block Is
Broadcast to
All the Nodes
of the Network

The Order Gets
Verified and Executed

The Block Is Added
to the Blockchain

All the Nodes of the
Blockchain Network 
Validate the Block

1 2 3

456

FIGURE 1 – How a blockchain works.
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providing any information to the veri-
fier (e.g., Zcash [7] and zk-SNARKs [8]).

Consensus algorithms refer to how 
all nodes reach consensus to validate 
a record, which is used for both iden-
tification and tampering prevention to 
maintain decentralized multiparty mu-
tual trust. In both public and private 
blockchains, all consensus algorithms 
achieve the same goal of determining 
which blocks are correct by checking 
how each block is added. Their differ-
ences lie in which blocks can be add-
ed on the chain at what rate, and what 
types of faults are allowed. 

There are many different classifica-
tions for consensus algorithms [9]. Ac-
cording to the deployment mode, the 
blockchain consensus algorithms can 
be divided into public chain consensus, 

alliance chain consensus, and private 
chain consensus algorithms. With re-
gard to the fault-tolerant type, they can 
be classified as Byzantine fault tolerant 
(BFT) and non-BFT. Considering the de-
gree of consistency, they can also be di-
vided into strong consensus and weak 
consensus algorithms. In this article, we 
classify the consensus algorithms into 
four types, namely, BFT-based, Proof-
of-Work (PoW)-based, Proof-of-Stake 
(PoS)-based, and mixed-type consen-
sus algorithms. 

BFT-based consensus algorithms are 
based on traditional distributed consis-
tency-checking techniques; some exam-
ples are Paxos [10], Raft [11], Practical BFT 
[12], Stellar Consensus Protocol [13], Al-
gorand [14], and Sleepy Consensus [15]. 
PoW-based consensus algorithms aim to 

achieve capacity expansion of the block-
chain (e.g., Bitcoin-Next Generation [16] 
and Elastico [17]) or improve the ef-
ficiency of the algorithm (e.g., Proof of 
Elapsed Time [18], Proof of Luck [19], 
Proof of Space [20], and Proof of Useful 
Work [21]). PoS-based consensus algo-
rithms are used to solve the problem 
of “nothing at stake” [22], including Del-
egated Proof of State [23], Tendermint 
[24], Casper [25], and Proof of Unspent 
Transaction Output [26]. The mixed-
type consensus algorithms draw les-
sons mainly from the consensus of PoW 
and PoS, including Proof of Stake Veloc-
ity [27], Proof of Burn [28], and Proof 
of Activity [29]. In short, all blockchain 
consensus algorithms focus primarily 
on three aspects: performance evalua-
tion, adaptation and optimization, and 
consensus innovation under the new 
blockchain structure. For a comprehen-
sive survey of various consensus algo-
rithms, please refer to [30].

A smart contract refers to a comput-
ing protocol for disseminating, verify-
ing, and performing a contract nego-
tiation or fulfillment of a contract in an 
informational manner. Its concept was 
originated by Szabo in 1994 [31]. As a 
kind of embedded programming, smart 
contracts can be built into any block-
chain data, trading, and tangible or 
intangible assets to form a program-
mable control system. The key prop-
erty of a smart contract is that it does 
not rely on third-party or centralized 

Distributed
Storage

Smart
Contracts

Cryptography
Consensus
Algorithms

FIGURE 3 – The four key technologies of blockchain.

2008.11

Blockchain 1.0 Blockchain 3.0

Satoshi 
Nakamoto 
Proposed 
Blockchain 
As a Data 
Structure 

Vitalik Buterin Launched 
Ethereum and 
Published the 
First Version of 
the “Ethereum 
Whitepaper”

Ethereum 
Published 
the First 
Official 
Version

Ethereum 
Officially 
Published 
Metropolis

Slush (The 
World’s Earliest 
Mining Pool) 
Mined the First 
Block 

The Number
of EOS 
Accounts 
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EOS Was
Officially
Published
Online

2009.1 2018.6

The Bitcoin 
Network Was 
Officially Launched

BlockShow 
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Cooperation 
With EOS.io

Blockchain 2.0

2010.10 2017.9 2017.11 2018.112013.11 2015.7

FIGURE 2 – The journey of blockchain. EOS: enterprise operating system.
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organization, which greatly reduces 
manual participation and cost with 
high efficiency and accuracy. It is not-
ed that all smart contracts deployed on 
the blockchain public chain are visible 
and interactive, meaning that their vul-
nerabilities are made public. 

A smart contract in blockchain is 
a set of codes automatically executed 
once an event triggers a clause in the 
contract. In the blockchain context, 
smart contracts are scripts stored on 
the blockchain, which are analogous 
to stored procedures in relational 
database management systems. Ac-
cording to the performance of the 
programming language or running en-
vironment, smart contracts can be 
divided into three types: script type, 
Turing-complete type, and verifiable-
contract type [32]. Smart contracts 
have been successfully implemented 
on many blockchain systems, such as 
Ethereum [5] and Hyperledger Fab-
ric [33]. Hyperledger Fabric has good 
flexibility, scalability, and versatility 
and supports various uncertain smart 
contracts and pluggable services. In 
short, the smart contract is imple-
mented based on program code. Once 
deployed to the blockchain, it is not 
allowed to change, which eliminates 
the possibility of human intervention. 
However, there are still some limita-
tions on the technology and imple-
mentation of smart contracts, espe-
cially the problems of stability and 
security. A comprehensive survey on 
this topic can be found in [34].

The Main Platforms of Blockchain
Blockchain platforms combining distrib-
uted storage, cryptography, consensus 
algorithms, and smart contracts togeth-
er with network and data technologies 
are used for building blockchain-based 
systems. There are some quite generic 
platforms that can be used for differ-
ent industrial domains, such as Ethe-
reum and Hyperledger Fabric. Ethereum 
supports applications that use smart 
contracts, while Hyperledger Fabric 
provides good flexibility and versatility 
support for blockchain applications in 
domains such as finance, manufactur-
ing, and logistics. Other platforms are 
more specialized and developed for 

specific domains, such as Energy Web 
Foundation (EWF) [35] and Obelisk 
[36] for smart energy systems, Prov-
enance [37] for logistics, Gem [38] for 
health care, and Genesis of Things [39] 
for 3D manufacturing. Generally, the 
selection of a blockchain platform is 
dependent on the needs of the users. 
For example, multiple collaborative di-
verse companies can use a platform like 
Ethereum to implement smart contract 
capabilities over their network, while a 
group of energy providers can use one 
platform like EWF that supports energy 
trade applications.

The Key Issues and Challenges 
in Blockchain
Blockchain has now become a huge 
technical field that is profoundly chang-
ing industry, economy, and society. 
However, there are many issues and 
challenges, as discussed in the follow-
ing sections.

Technological Issues
The breakthrough construction of 
blockchain technology is limited by a 
famous theory: the impossible triangle 
theory; i.e., scalability, security, and 
decentralization cannot be achieved 
at the same time (see Figure 4). For 
example, Bitcoin is highly decentral-
ized and secure, but its performance 
(its so-called scalability) is very low. 
Because of frequent network conges-
tion, traders have to pay more in the 
transaction process. Therefore, one 
challenge is to address the impossible 
triangle problem to balance scalabil-
ity, security, and decentralization.

Scalability refers to the ability to 
handle high volumes of business data. 
As usual, there is always a tradeoff 
among costs, security, and performance. 
To achieve scalability, we should con-
sider the usage context and the per-
formance metrics, such as validation 
latency, transaction throughput, en-
ergy costs, computation costs, storage 
costs, number of nodes, and so on. For 
example, the throughput of a block-
chain is not scalable when the network 
size grows. Promising solutions to im-
prove the scalability of blockchains 
include primarily sharding [40] and 
cross-chain [41] techniques. Sharding 

technology is thought to be able to par-
tition the network into different groups 
(shards) so that the compulsory du-
plication of communication, data stor-
age, and computation overhead can be 
avoided for each participating node. 
These overheads must be incurred by 
all full nodes in traditional nonsharded 
blockchains. A cross-chain is a scheme 
that makes interconnection between 
blockchains possible. This interoper-
ability is important for individuals and 
businesses as it helps them exchange 
values with minimal costs and risks.

Security is the most important is-
sue for blockchain, involving software 
and hardware as well as protocols 
and messages required [42]. With the 
rapid development and wide applica-
tion of blockchain, criminals may take 
advantage of the security loopholes 
to attack users, which exposes block-
chain technology to many security 
threats and challenges. For example, 
in March 2014, some criminals used a 
distributed denial of service to attack 
the Bitcoin trading platform Mt. Gox, 
which resulted in 850,000 bitcoins 
stolen from the trading platform and 
more than US$450 million lost [43]. In 
June 2016, the Decentralized Autono-
mous Organization (DAO), the largest 
crowdfunding project of blockchain at 
that time, was attacked and lost about 
US$60 million [44]. 

We will now discuss the security 
of blockchain from the protocol layer, 
extension layer, and application layer 
perspectives. In the protocol layer, 
the security problems of blockchain 
include mainly encryption mechanism 
security (such as private key security), 
consensus mechanism security (such 

Security

Scalability

D
ec

en
tra

liz
at
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n

FIGURE 4 – The impossible triangle problem 
of blockchain. 
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as the double-spending attack, 51% at-
tack, and coin age attack), and network 
communication security (such as the 
eclipse attack, routing attack, border 
gateway protocol attack, Sybil attack, 
and balance attack). In the extension 
layer, the security of blockchain is af-
fected mainly by the vulnerability of 
the smart contract. Nikolić et al. classi-
fied the existing smart contract vulner-
abilities as prodigal contracts, greedy 
contracts, suicidal contracts, and post-
mortem contracts [45]. In the applica-
tion layer, when a user interacts with 
the blockchain system, an attacker may 
obtain the user’s physical identity or 
other additional information by means 
of data mining, which leads to the us-
er’s privacy disclosure. The main secu-
rities include identity privacy security 
and transaction privacy security. For a 
comprehensive survey of blockchain 
security, please refer to [46].

Decentralization is a key to roll 
out blockchain applications, which 
may also compromise blockchain se-
curity. Most existing technologies are 
still centralization oriented. As an ex-
ample, the Enterprise Operation Sys-
tem (EOS) [47] uses 21 “super nodes” 
to block out nodes in a certain order, 
thereby avoiding accounting in a large 
number of nodes, which would other-
wise significantly increase levels in the 
transaction processing system. How-
ever, it has been questioned whether 
the power is too centralized, which is 
not conducive to network security. At 
present, because of the emergence of 
the Application Specific Integrated Cir-
cuit 6 (ASIC6) machine, the PC nodes of 
ordinary users can hardly participate 
in the competition of accounting rights. 
Besides, more than 80% of the comput-
ing power is spent on a few mining 
pools, in which the owners of the min-
ing pools have considerable disburse-
ment power in the Bitcoin world.

Regulatory and Legal Issues
While many countries are actively 
supporting adoption of the blockchain 
technology, there are no comprehen-
sive regulations and industry stan-
dards yet. Currently, regulations for 
blockchain are mainly in the finance 
sector for combating crimes such 

as money laundering, extortion, and 
black-market transactions. For exam-
ple, a total of US$761 million in digital 
currency was stolen by hackers from 
digital currency exchanges around 
the world in the first six months of 
2018, according to CipherTrace, a U.S. 
digital currency security company. 
In comparison, only US$266 million 
was lost in 2017. China announced a 
ban on initial coin offering and shut 
down all domestic cryptocurrency 
exchanges in 2019 [48], leading to the 
challenge of using blockchain with-
out digital currency. Furthermore, the 
technical rules themselves need to be 
regulated. The “distrusting” functions 
of blockchain cannot overcome the 
“dishonesty” problem of the technol-
ogy setting itself, and the imbalance 
of rules wrapped in technology makes 
the regulation more difficult because 
of privacy concerns.

There are also significant legal issues 
in the context of docking and coordina-
tion within the existing legal systems. At 
present, there is no commonly accepted 
definition of a blockchain in legal sys-
tems or an agreement on which attri-
butes are indispensable in each country. 
Furthermore, most current discussions 
on smart contracts are focused on how 
to implement programmable finance 
and replace intermediaries, ignoring the 
coordination and compatibility of smart 
contracts within existing legal systems, 
especially contracting laws. The am-
biguity of semantic expressions and 
the variability of objective conditions 
require definitive legal interpretations, 
which are usually done by a credible 
third party (a law firm). But smart con-
tracts completely depend on computer 
languages to stipulate authentication 
and execution among parties, begging 
the questions of whether the semantics 
of the contract terms can accurately ex-
press the intentions of the parties and 
whether the smart contracts can be 
legally recognized. Furthermore, dur-
ing the execution of smart contracts, 
everything needs to comply with the 
preset code, regardless of the wishes of 
the parties. A mistake or change would 
require enormous effort to change the 
program code. The so-called smart con-
tract is not so smart in this instance.

Other Challenges
Blockchain technology is still in its 
infancy, though it has broad appeal. 
Another challenge lies in its scalability 
when many participants are involved. 
Currently, the transaction chain is long, 
the centralization efficiency is low, the 
transparency is not transparent, and 
trust is lacking. These issues will have 
to be overcome for blockchain to be-
come an important enabling technol-
ogy in the emerging digital economy 
and society.

In terms of technology, the aspects 
of parallelization, consensus, cross-
chain, and channel technologies are 
very important for the future. There has 
already been some good progress, in-
cluding cryptographic security (such as 
zero-knowledge proofs [49] and ring sig-
natures [50]), consensus mechanisms 
(such as verifiable random functions 
[51]), the infrastructure of blockchain 
(such as multichain, channel tech-
nology, and directed acyclic graphs), 
distributed file systems [such as Inter-
Planetary File System (IPFS) [52]], and 
identity management [such as decen-
tralized identifiers (DIDs) [53] and self-
sovereign identity (SSI) [54]], among 
others. For example, IPFS is a peer-to-
peer distributed file system that seeks 
to connect all computing devices with 
the same system of files, which makes 
storing and sharing large files more effi-
cient. IPFS provides a high-throughput, 
content-addressed block storage model 
with content-addressed hyperlinks. A 
DID is a new type of identifier that en-
ables verifiable, decentralized digital 
identity. Compared to typical, federated 
identifiers, DIDs have been designed so 
that they may be decoupled from iden-
tity providers, centralized registries, 
and certificate authorities. SSI is a new 
type of identity management, in which 
identity and the valuable data generat-
ed belong to the users themselves. SSI 
allows users to manage their own infor-
mation by themselves, independently 
of any organizations.

In terms of applications, the current 
blockchain is still in the 2.0 stage, namely 
“application + blockchain,” which re-
fers to the interactions between the 
traditional services and blockchain 
services. Blockchain 3.0 is emerging, in 
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which all business operations would 
run on blockchains based on smart con-
tracts in a decentralized manner.

Blockchain for Industrial 
Electronics
The fast development of blockchain 
has had a far-reaching impact on 
many areas, including technological, 
social, and economic fields. The field 
of industrial electronics (IE) is no 
exception. IE tackles the challenges 
in intelligent and computer control 
systems, robotics, factory communica-
tions and automation, flexible manu-
facturing, data acquisition and signal 
processing, vision systems, and pow-
er electronics. Key thematic areas, 
such as power and energy systems, 
manufacturing systems, robotics and 
mechatronics, and so on, are being 
impacted by blockchain, as we now 
briefly describe.

Power and Energy Systems
The power and energy sector is much 
affected by blockchain, just as any oth-
er sector [1], though things are usually 
happening a bit more slowly. Power 
networks are considered to be cyber-
physical systems [55] or, if prosumers 
and community/society are included 

in the equation, cyber-physical-social 
systems (CPSSs). Blockchain technol-
ogy, according to its promises, has a 
big future. Figure 5 shows how block-
chain can be used in power-sharing 
applications. A prosumer first enters 
a contract as a user node through the 
blockchain network, where the seller’s 
information is made available, while 
edge nodes equipped with certain com-
puting and storage capabilities serve 
as miners to maintain the blockchain 
network. In each block generation 
cycle, the seller publishes its informa-
tion of energy surplus to the network, 
and consumers then bid for the selling 
energy with successful bidder(s) cho-
sen, and the amount of energy is then 
allowed for use. The transaction pro-
cess is automatically completed by the 
smart contract, where the purchased 
energy flows from the seller to the 
buyer through the public grid, and the 
seller gets a payoff. Finally, the miners 
in the network package all of the trans-
actions during this period. They then 
verify the transactions through con-
sensus and generate new data blocks 
that are then added to the blockchain 
automatically as secured records.

However, the special features of 
power and energy CPSSs may mean 

that various parts of the blockchain 
technology need to be made more 
flexible and less resource intensive 
as the general blockchain technolo-
gy is not entirely designed for power 
and energy systems. For example, 
there would be stringent require-
ments of power and energy CPSSs 
to be dynamically responsive across 
the three layers of the cyber, physi-
cal, and social worlds and also to be 
robust against intermittent uncer-
tainties, such as renewable energies 
and electric vehicles. The uptake 
of blockchain in power and energy 
CPSSs requires a strong willingness 
of the community and industry to 
make it work under the increasingly 
uncertain and insecure environ-
ments as well as in the economic con-
siderations of return of investments 
to utilities. 

For example, currently the need 
for a “real” (i.e., distributed) block-
chain may not always be there since 
the resource to be managed by the 
blockchain (e.g., a distribution net-
work) is owned and operated by one 
central entity, which could just offer 
a database with an application pro-
gramming interface or a trusted third 
party or permissioned ledger [56]. 
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A direct translation of a cryptocurren-
cy into a crypto token for renewable 
energy amounts bears little complex-
ity to distinguish between green and 
nongreen energies. This requires the 
consideration of more energy-orient-
ed distributed storage, cryptography, 
and consensus algorithm techniques. 
For example, the Jouliette, a token 
based on blockchain implemented by 
a consortium around the Dutch distri-
bution grid company Alliander, sup-
ports manual transactions, where cus-
tomers can trade their Jouliettes, and 
also automated transactions, for the 
IoT to participate in this ecosystem. 
Distributed generation, such as photo-
voltaics, and intelligent loads, such as 
heat pumps, can organize themselves 
based on Jouliette transactions [57]. 
In China, a company called Energo in 
Shanghai is using blockchain to deal 
with trading clean and renewable en-
ergy [58], allowing producers to sell 
energy to consumers securely. 

There have been many academic 
projects on blockchain for energy to 
improve distributed and local markets, 
manage distributed energy resources, 
and tokenize energy or access to en-
ergy, and so forth; see [59] and [60] 
for a list of such projects. Large-scale 
industrial rollouts of such ideas are, 
however, scarce. One most prominent 
example was given by the European 
transmission system operator (TSO) 
TenneT [61]. Germany’s Sonnen and 
The Netherland’s Vandebron deliver 
flexibility services to TenneT to be 
used in balancing actions. The flexibil-
ity comes from Tesla’s and household 
batteries, organized via blockchain, 
using IBM technology. Encouraged by 
that, a new and even larger initiative 
was just launched: the Equigy plat-
form [62]. TenneT (Germany and The 
Netherlands), Swissgrid (Switzerland), 
and Terna (Italy) team up to develop 
a cross-border blockchain platform 
for energy flexibility operations. TSOs 
traditionally run their assets by con-
tracting large generation units for a 
variety of services, such as frequency 
reserves. Since many of these large 
fossil-fuel-based units are phased 
out, TSOs need to acquire these ser-
vices from other parties in the grid. 

Replacing a few large generation units 
with many small renewable resources 
has many challenges, one of them be-
ing keeping enough flexible reserves 
for operations. Contracting thousands 
of resources in a transparent, easy, 
and flexible way is a perfect case 
for blockchain.

There are several technical chal-
lenges facing the adoption of block-
chain in power and energy CPSSs [1]. 
The dynamical responsiveness of 
such systems requires the protocols 
and algorithms to be delay aware, 
security aware, and privacy aware 
as well as flexible enough to achieve 
tradeoffs in reaching consensus un-
der the required latency and through-
put. The blockchain network must be 
scalable as well. Another challenge is 
the resource constraints of the power 
and energy CPSSs, which make tam-
perproof data management difficult, 
especially considering the multiple 
types of data models. The security 
and timely processing of smart con-
tracts are another challenge and may 
require some parallel processing 
mechanisms. These and many more 
activities ultimately lead to the devel-
opment of standards [63]. While chal-
lenges such as transaction through-
put can be addressed with the right 
blockchain design, other challenges, 
such as secure digital identities of 
embedded platforms, are equally im-
portant in power and energy systems 
but need to be solved in other ways. 
On top of that, the intrinsic challeng-
es of a CPSS, such as matching mar-
ket optima with physical feasibility, 
are still part of the application and 
are not “magically” solved by using a 
blockchain.

Manufacturing Systems in  
Industry 4.0
The manufacturing sector has wit-
nessed rapid changes, driven by busi-
nesses and societies toward mass and 
extreme customization. New disrup-
tive developments, such as software 
and hardware, cross-fertilization of 
concepts, and the integration of infor-
mation, communication, and control 
technologies, in traditional industrial 
environments forge the core of current 

networked industrial infrastructures. 
These include cyberrepresentation of 
physical assets through digitalization 
of information across the enterprise, 
the value stream, and process engi-
neering lifecycle as well as the digital 
thread from suppliers to customers in 
the supply chain. The technological, 
economic, and social impacts are so 
enormous that the overall process is 
regarded as the fourth Industrial Rev-
olution, namely, Industry 4.0 [64].

The emerging disruptive technolo-
gies are already creating an innova-
tion ecosystem for many industries. 
They are establishing entirely new 
markets and platforms for future 
growth. They are also facilitating the 
creation of new functionalities based 
on collaboration of heterogeneous 
physical systems in the cyberspace 
able to be exposed and/or consumed 
as services in a network, enabling con-
tinuous improvement of the quality of 
life for the “citizens in a secure digital 
society” [65], [66].

In such an Industry 4.0-compliant 
setting, countless assets, people (hu-
mans), machines, and products as well 
as IT components and systems within 
the enterprise architecture are able 
to asynchronously communicate and 
cooperate directly with each other 
to perform a set of defined service-
oriented business transactions. The 
production, logistics, and business pro-
cesses among assets are intelligently 
networked for a common value creation 
process. Cooperation through “ser-
vices” is to be flexibly negotiated and 
agreed on in the Industry 4.0-conform-
ing communication-information-busi-
ness network of digitized assets [67].

Central to these is the asset ad-
ministration shell (AAS), in which 
blockchain can find its way into the 
Industry 4.0 context [68]. To help 
asynchronously interact and handle 
business transactions, the AAS en-
ables direct communication and coop-
eration among components (service 
providers and service consumers) to 
perform a desired business [69]–[72]. 
Figure 6 shows an exemplary Indus-
try 4.0-compliant infrastructure, rep-
resenting three different business 
processes performed by four AASs, 
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located at very different levels of an 
enterprise architecture with clearly 
different functionalities exposed as 
the Industrial Internet of Services 
(IIoS) [67]. Integrating blockchain 
technology within this solution pro-
vides reliability and the necessary 
trust among the AASs, allowing each 
of them to manage their own blocks 
and the blockchain-based service/
business interaction protocol.

There have been numerous proto-
type implementations exploiting the 
features offered by blockchain in the 
industrial manufacturing sector with 
a focus on supply chain management. 
The benefits are enormous, including 
for example, reducing inventory costs 
and service times, automating trading 
and business negotiation processes, 
enhancing security and authentica-
tion, shortening production times, 
and monetizing ideas and capaci-
ties globally. Following the DIN SPEC 
91345 (RAMI 4.0) [67] and considering 
the value stream and lifecycle dimen-
sion (International Electrotechnical 
Commission 62890) [79] as the basis 
for our example in Figure 6, the AAS-
based digitalization aims to seamless-
ly manage all data, information, and 
knowledge generated throughout the 
asset lifecycle to achieve the desired 
business competitiveness. 

The AAS-based approach allows 
smooth integration and sharing among 
the digitalized (cooperating) assets 
[68]. Major requirements, like interop-
erability, security, trust, and fundamen-
tal decentralization of decision-making 
processes, can easily be achieved by 
integrating the blockchain technology 
with the AAS. Essentially, this facilitates 
the realization of service-legal-agree-
ments among digitalized assets with ef-
ficient consensus algorithms. Adequate 
open but secured information storage 
and customized blockchain information 
services, such as machine data or oper-
ational modes, can be shared between 
a digitalized product lifecycle manage-
ment at the IT level and digitalized ma-
chines located at the operation tech-
nology levels of the enterprise. On one 
side, this AAS- and blockchain-based 
infrastructure not only can process 
the multisource and heterogeneous 

services from the two named assets 
but can also broadcast the exposed 
services to the Industry 4.0- and block-
chain-conforming network. On the 
other side, the AAS- and blockchain-
based application between IIoS-based 
business partners allows both vertical 
as well as horizontal integration, in-
cluding managed consensus, e.g., for 
co-design and cocreation of enterprise 
resource planning (ERP) applications 
as well as quick and accurate tracking 
and tracing of manufacturing orders 
with an AAS-based digitalized custom-
er relationship management (CRM).  
With the successful development of 
the proposed solution, service-based 
interoperability and cooperation among 
digitalized stakeholders (assets) in 
the entire value stream and lifecycle 
are guaranteed.

The Mobility Open Blockchain Ini-
tiative (MOBI) and OriginTrail [73] 
are other examples of blockchain-
based solutions. MOBI was founded 
by automakers such as Renault, Ford, 
General Motors, and BMW, aiming to 
“build a vehicle digital identity pro-
totype or car passport that can track 
and secure a vehicle’s odometer and 
relevant data on distributed ledgers” 
[73]. OriginTrail aims to make supply 
chains more transparent by allowing 
interested parties to track an item’s or-
igin and process in primary industries, 
such as vegetable producer Natureta 
and dairy producer Celeia. Another 
example is IBM and Maersk (a leading 
shipping company), who tested block-
chain technology in logistics opera-
tions [74]. In China, Alibaba established 
supET [75], a platform for blockchain 
applications in the industrial Internet. 
Numerous new use cases are being 
reported in other industrial manufac-
turing sectors like Industry 4.0, the 
Industrial IoT, and so on. This con-
firms potentials and challenges and 
also provides an outlook for future re-
search and innovation opportunities 
to further exploit the advantages of 
the blockchain technology.

The challenges for the adoption 
of blockchain in manufacturing sys-
tems in Industry 4.0 lie in its role to 
enhance process optimization (e.g., 
logistics optimization and product 

lifecycle improvisation) and security 
and authentication (i.e., making parts 
tamperproof and cross-referencing 
them, providing identity manage-
ment) [76]. While dynamical respon-
siveness is not required as much as it 
is for the power and energy systems, 
the complex and diverse nature of 
manufacturing systems would make 
scalability and flexibility the promi-
nent issues. The enormous scale of 
IoT features in Industry 4.0 means 
there are huge amounts of critical 
and privacy-sensitive information 
that need to be protected from cyber-
attacks. However, because of limited 
resources, executing security func-
tionalities is difficult to meet these 
security needs. This requires efficient 
consensus algorithms that can deal 
with the problems quickly in a distrib-
uted way. Identity management is an-
other issue. The traditional methods 
of authentication, such as tokens or 
passwords, may not be useful. Find-
ing a way to create trust among a big 
network of components/devices that 
is scalable and secure is a challenge, 
and this also applies to authorization, 
authentication, and integrity.

Robotics and Mechatronics 
and Other IE Areas
Blockchain has implications for many 
other key IE areas. For example, com-
bining artificial intelligence (AI) with 
blockchain can improve efficiencies 
in swarm robotics or autonomous ve-
hicles or can even help Bitcoin mining 
in a secure, flexible, and autonomous 
way, similar to that in power and en-
ergy systems. Swarm robotics is seen 
as an area benefiting from the combi-
nation of blockchain and AI. A team 
of autonomous robots work together 
in a “swarm” to perform tasks or op-
erations; their collective behavior and 
interactive capabilities need to be 
robust and highly scalable. This can 
be enhanced by blockchain through 
advanced encryption techniques 
for optimal security for data across 
shared channels [77]. Blockchain also 
allows AI models and distributed large 
data sets to be shared, updated, and 
trained safely and securely, making 
wider adoption of AI possible [78]. 
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Many systems and control issues 
can benefit from blockchain, espe-
cially in the multiagent system setting, 
where individual components cooper-
ate to achieve a common goal quickly 
and securely in a distributed manner. 
However, the challenges facing the pow-
er and energy systems and manufactur-
ing systems in Industry 4.0 are equally 
applicable, if not more so, to robotics 
and mechatronics and other IE areas. 
The dynamical responsiveness require-
ments would be more stringent, and 
resource-light and flexible blockchain 
platforms would be needed. The future 
of blockchain is very bright; however, 
the technological challenges involved 
in making it work are enormous.

Conclusion
In this article, we introduced the back-
ground and basic concepts of block-
chain, its key features and technolo-
gies, as well as some future challenges 
and opportunities for blockchain in 
general. We specifically discussed 
the impact of blockchain on the future 
of major focal areas of the IEEE Indus-
trial Electronics Society.
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rtificial intelligence (AI) applications based on deep neural net-
works (DNNs) have been widely applied in industry, e.g., in natu-

ral language processing and computer vision, among other fields. 
Researchers and industry practitioners typically use GPUs to 

train complex, hundred-layer deep learning (DL) networks. How-
ever, as the networks become wider and deeper, the limited GPU 
memory becomes a significant bottleneck, restricting the size 

of the networks to be trained. In the training of DNN-based AI applications, the 
intermediate layer outputs are the major contributors to the memory footprint. 
Various data-swapping techniques, such as the offloading and prefetching of in-
termediate layer outputs, are proposed to overcome the GPU memory short-
age by utilizing the CPU dynamic random-access memory (DRAM) as an external 
buffer for the GPU. 

However, we find that the layer-by-layer asynchronous approach cannot be 
effectively applied to nonlinear DNNs because of the unbalanced overlap 
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between communication and compu-
tation. Based on our observations, we 
propose and design a novel aggressive 
data-swapping policy for training non-
linear DNNs. Instead of using the pop-
ular layer-by-layer strategy, Dymem 
adopts a more greedy asynchronous 
solution to maximize the DRAM band-
width, balance memory usage, and 
improve performance. We implement 
and evaluate Dymem based on several 
linear and nonlinear networks. Com-
pared with the other two representa-
tive approaches, Dymem improves 
the end-to-end throughput for nonlin-
ear networks by up to 42%.

Introduction
DL has achieved great success in vari-
ous domains, such as image classifi-
cation [1], natural language process-
ing [2], object detection [3], speech 
recognition [4], and so on. Obtaining 
accurate DL models is a computation-
intensive process that requires large 
amounts of data and a substantial 
computing capacity. Previous stud-
ies have shown that the use of wider 
and deeper DNNs can significantly 
increase the model performance. In 
particular, various nonlinear neural 
network architectures [5], [6] have 
been proposed to further improve the 
quality of model training, especially 
for image recognition tasks. 

However, the limited size of the 
GPU DRAM has been a major bottle-
neck for researchers in exploring 
deeper and wider DNNs for better 
generalization performance. For ex-
ample, it is reported that a linear 
network, Visual Geometry Group 
(VGG)-16 [7], which is composed of 
16 computation-intensive convolution 
layers, requests a total of 28 GB of 
memory usage for setting the batch 
size to 256 [8]. Another representa-
tive nonlinear DNN, Inception-v4 [6], 

requests up to 45 GB of memory to 
keep the entire network on the GPU 
in training. Unfortunately, the largest 
GPU memory capacity offered by the 
commercial NVIDIA Volta architec-
ture so far is 32 GB [9]. Apparently, 
the memory shortage of GPUs limits 
DL practitioners from deploying wid-
er and deeper DNNs.

Many approaches have been in-
troduced to reduce the GPU memory 
footprint of DNN training. However, 
these solutions have their limitations. 
For example, most prior works pro-
pose reducing the model size to lessen 
the memory footprint. However, this 
strategy either provides low memory 
footprint reduction or results in a loss 
in training accuracy [10], [11]. First, in 
DNN training, parameter weights ac-
count for only a small fraction of the 
total memory footprint; intermediate 
feature maps are the primary con-
tributor to the significant increase in 
the memory footprint. Some recent 
efforts [12], [13] focus on reducing 
the intermediate result sizes with 
model layer fusion. These intermedi-
ate values should be stored/stashed 
in the forward pass so that they can 
be reused later in the backward pass. 
Additionally, approaches that apply 
lower precision computations for DNN 
training, mostly in the context of ap-
plication-specified integrated circuits 
and field-programmable gate arrays, 
either do not target feature maps (and 
thus achieve low memory footprint re-
duction) or result in reduced training 
accuracy [14]. Memory compression 
[15], [16] and data encoding [17] are 
other approaches to reduce the GPU 
memory requirement for training via 
channel/filter pruning to reduce the 
intermediate result sizes; however, 
they introduce a high-performance 
overhead. State-of-the-art memory 
footprint reduction methods focus on 

training swap data structures back 
and forth between the CPU and GPU 
memories [18], [19], but the existing 
swapping approaches are inefficient 
in reducing the memory footprint. 

Inspired by the fact that DNN train-
ing follows a series of layer-wise com-
putations, virtualized DNN (vDNN) 
[18] and SuperNeurons [19] propose to 
virtualize the memory usage of DNNs 
across both the GPU and CPU memo-
ries [20]. Considering that a GPU can 
process only one layer at any given 
time, it is not necessary to overprovi-
sion the memory allocation to accom-
modate the entire neural network on 
the GPU. vDNN and SuperNeurons re-
lease or move data structures, partic-
ularly the intermediate feature maps, 
between the CPU and GPU, by exploit-
ing the interlayer dependencies and 
reuse patterns of DNNs. 

However, those techniques are not 
well tuned to address the dependency 
and memory variations in nonlinear 
networks. First, the core idea of vDNN 
and SuperNeurons is to offload the 
data of one network layer when it is 
not required in the near future and 
can be released from GPU DRAM, sav-
ing space for other layers. The offload-
ed data are brought back to the GPU 
when needed in the backward pass. 
Offloading data from GPU DRAM can 
achieve optimal performance if the 
communication between the CPU and 
GPU can be well hidden by computa-
tion to utilize the bandwidth. How-
ever, we observe that offloading data 
structures from the GPU to the CPU 
or prefetching data back to the GPU 
from the CPU layer by layer brings sig-
nificant inefficiency. For example, the 
transfer time can be longer or shorter 
than the forward computation time 
across layers, with the result that the 
communication can only be partially 
overlapped with the computation. 
Usually, the communication time is 
much longer than the computation 
time in pooling layers. By contrast, 
the computation time is usually much 
longer than the communication time 
in convolution layers, as illustrated 
in Figure 1. Specifically, for nonlinear 
blocks, where there are join or fork 
connections, more benefit can be 

We present a memory-efficient graph analysis to 
construct an execution order for nonlinear networks 
and propose a dynamic offloading/prefetching strategy 
to maximize the performance and usage of bandwidth.
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earned by aggressively advancing 
the computation in the forward pass 
or the prefetching operations in the 
backward pass.

In this article, we propose and de-
sign an aggressive data-swapping pol-
icy (called Dymem) for training nonlin-
ear DNNs. Instead of using the popular 
layer-by-layer strategy, Dymem adopts 
a more greedy asynchronous solution 
to maximize the DRAM bandwidth, 
balance memory usage, and improve 
performance. In a nutshell, we make 
the following technical contributions. 
We empirically study the inefficiency 
of the memory-swapping policy in 
existing works, which motivates the 
need for the design of dependency-
aware memory management for nonlin-
ear networks. We present a memory-
efficient graph analysis to construct 
an execution order for nonlinear 
networks and propose a dynamic 
offloading/prefetching strategy to 
maximize the performance and usage 
of bandwidth. We implement Dymem 
to evaluate several nonlinear DNNs 
and perform comprehensive evalu-
ations with various depths. Dymem 
improves the end-to-end throughput 
for nonlinear networks by up to 42%, 
when compared to ResNet-50, running 
with batch size 100.

Motivation
Several memory-reduction techniques 
[18], [19] have been proposed to ad-
dress the problem of limited GPU 
resident memory. They mainly focus 
on offloading selected layers to the 
preallocated pinned CPU memory and 
prefetching these data back to the 
GPU when required. Typically, in the 
forward pass, the input feature maps 
X from the preceding layer can be 
offloaded to the CPU memory if there 
is no more dependency, after which 
these data can be released from the 
GPU memory. As shown in Figure 2(a), 

the runtime uses two independent 
processes to complete the computa-
tion and communication, which en-
ables the CPU-to-GPU data transfers 
to overlap with the computation asyn-
chronously. In the backward pass, for 
those offloaded layers, the runtime 
should bring the feature tensors X 
back to the GPU DRAM before the 
backward dependent layer starts its 
propagation. The prefetch operation 
for layer m can be overlapped with 
the computation of layer l in the back-
ward pass, where l > m. Ideally, this 
design can maximize the performance 
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by hiding the communication by the 
computation time [21]. To ensure the 
safety of the parallel streams, a syn-
chronization is enforced at the end 
of each layer, which means the com-
munication and computation streams 
cannot advance each other in both 
the backward and forward passes. 
However, this design largely depends 
on the communication/computation 
ratio. Indeed, it works well for a linear 
network, e.g., VGG-16 [7], which con-
sists of 12 computation-intensive con-
volution layers. But this strategy can 
be extremely inefficient for nonlinear 
networks since the offload/prefetch 
operation can be well hidden as con-
volution layers that require a longer 
computation time than communication 
time, such as the case in Figure 2(a).

To demonstrate this, Figure 1 pres-
ents the communication and com-
putation times for 10 layers in both 
the forward and backward passes of 
GoogLeNet [5]. The result shows that 
f5’s computation time is much lower 
compared to the offloading time, 
while the next layer’s forward compu-
tation time is higher than the commu-
nication time. If f5’s input is decided to 
be offloaded, then it is not necessary 
to wait for the offloading of f5 before 
starting the next layer’s computation. 
Thus, as shown in Figure 2(b), a more 
aggressive synchronization approach 
without a barrier should be consid-
ered. Similarly, in the backward pass, 
when the layer b7 is being propagated, 
the prefetching operation for layer 
b5 can be initiated after the transfer 
of layer l6 is finished. Secondly, the 
backward pass of each layer requires 
more memory space for gradients’ 
input and output maps besides input 
and output feature maps compared 
with forward. Hence, in the forward 
pass, the peak memory requirement 
is not higher than that in the back-
ward pass if this aggressive strategy 
is adopted to advance computation. 

However, attention should be paid to 
the backward pass because aggres-
sively prefetching data does not al-
ways bring benefits. These observa-
tions motivate us to propose a more 
efficient memory-scheduling strategy 
to balance memory cost and perfor-
mance.

System Design and 
Implementation
The design objective of our dynamic 
memory manager, Dymem, is to auto-
matically manage the memory usage 
of DNNs while minimizing the over-
head and maximizing the reduction 
of the memory load. Dymem is a host-
side runtime that interfaces with GPUs 
to dynamically move, allocate, and 
release data structures in terms of 
tensors [22]. Dymem is implemented 
based on the Compute Unified Device 
Architecture (CUDA) DNN (cuDNN) 
and can be deployed on any operat-
ing systems that support the cuDNN. 
Moreover, Dymem is orthogonal to 
any other parallel technologies; when 
it is applied on a cluster environment 
for better data parallel purposes, each 
node can use the memory-swapping 
policy we propose with Dymem. This 
issue is also discussed in Bai et al. [23]. 

In this section, we first discuss the 
limitations of data swapping in GPU 
memory management for nonlinear 
networks. Then we perform a graph 
analysis and construct a memory-efficient 
execution sequence. We finally design 
a dependency-aware tensor scheduler 
to handle the prefetch/offload opera-
tions and move tensors between the 
CPU and GPU to overcome the GPU 
memory shortage. Dymem releases 
or moves data structures, particu-
larly the intermediate feature maps, 
between the CPU and GPU, by exploit-
ing the interlayer dependencies and 
reuse patterns of the DNNs. Instead of 
using the popular layer-by-layer strat-
egy, Dymem adopts a more greedy 

asynchronous solution to maximize 
the DRAM bandwidth, balance mem-
ory usage, and improve performance.

The Execution Graph Construction
Given a nonlinear network, we need a 
memory-efficient approach to set up 
the execution order. Since the cuDNN 
[24] implements DL primitives at layer 
granularity, we use tensors as the basic 
scheduling unit. For basic networks, 
during the forward propagation, the 
results from layern−1 can be applied as 
the input for layern. The computation 
flow can be regarded as a sequential 
process. Only when the preceding 
layer is finished can it initiate the next 
layer’s computation. This chain rule is 
similarly applied in the backward pass 
but in a reversed order. For networks 
with nonlinear blocks, there are non-
linearities, such as one-to-many (fork) 
and many-to-one (join) connections. A 
depth-first search (DFS) algorithm is 
used to decide the execution sequenc-
es for these nonlinear dependencies, 
as shown in Algorithm 1. Whenever 
there is a fork connection, the DFS 
algorithm is applied to explore all of 
the executable layers until it reaches 
the join connection in the nonlinear 
blocks, as shown in lines 7 and 8. 

Figure 3(a) shows the schema for 
the Inception-A blocks in the Inception-
v4 network. The detailed execution or-
der obtained by DFS is demonstrated 
in Figure 3(b). In this example, the 
Inception block should be propagated 
in four branches in both the forward 
and backward passes. In the forward  
pass, l0 → {l1, l2, l3, l4} represents the 
idea that output feature maps from layer 
l0 should reside in the GPU memory un-
til layers l1, l2, l3, and l4 are executed 
due to their dependencies. Similar-
ly, during the backward pass, in the 
branch l8 → l7 → l4, when l8 is being ex-
ecuted, layer l4 should be prefetched 
from the CPU memory asynchronous-
ly based on DFS. The reason why DFS 
should be applied to construct the ex-
ecution graph lies in two properties. 
First, DFS requires less memory space 
to reach the join connection node in 
the nonlinear blocks when exploring 
the traversal path. For example, the 
branch l4 → l7 → l8 illustrates a simple 

Dymem is a host-side runtime that interfaces with 
GPUs to dynamically move, allocate, and release data 
structures in terms of tensors.
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dependency in which the correspond-
ing data for those memory-intensive 
convolution layers can be released 
sequentially from the GPU memory. 
Second, inside those nonlinear blocks, 
e.g., the residual block and Inception 
grid, most layers are computation-
intensive convolution layers. The DFS 
algorithm can mostly serialize the se-
quences of convolution layers in each 
branch.

Memory Offload
After obtaining the execution graph, 
Dymem adaptively manages the off
loading and release operations on 
the tensors to effectively improve the 
overlap ratio between communica-
tion and computation. As shown in 
Figure 2(b), we employ two separate 
cudaStreams to transfer tensors in/out 
of external memory asynchronously. 
streamcompute interfaces to cuDNN to  
handle all of the computations in 
the forward and backward passes. 
streammemory is responsible for the 
tensor placement, movement, alloca-
tion, and deallocation.

During forward propagation, if lay-
ern is available for offloading, Dymem 
first allocates a pinned memory re-
gion in the host via cudaMallocHost(); 
then streammemory can asynchronously 
swap feature maps from this layer via 
a nonblocking memory transfer. When 
the asynchronous offload is com-
pleted, the cudaEvent is registered 

to record this event. Given that the 
input features for the convolution 
(CONV), pooling (POOL), and activa-
tion (ACTV) layers are read-only data 
structures, we can start the offload 
operation for them when they are be-
ing performed with forward propaga-
tion. As for streamcompute, layern’s com-
putation can be started as soon as 
the layern−1 computation is completed 
without waiting for the completion of 
the offload operation of layern−1. Non-
linear blocks, e.g., residual blocks, 
can benefit from this strategy because 
the join operations do not necessar-
ily wait for the completion of the ten-
sor transfer from 1 × 1 CONV and 3 × 3 
CONV, which is illustrated in Table 1. 

streamcompute guarantees the comple-
tion of computation for layern by using 
the cudaStreamSynchronize() applica-
tion programing interface. When both 
of these events for layern are finished, 
a shared queue is used to record 
this tensor. The release of the tensors 
chosen for offloading from the GPU is 
done when there is no dependency 
for these layers in the shared queue. 
An individual thread is launched to 
release layern from the GPU memory. 
At the end of the forward propa-
gation, we synchronize streamcompute  
and streammemory to make sure that 
streammemory has offloaded its feature 
maps. This safely ensures that all layers 
chosen to be offloaded are offloaded 
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ALGORITHM 1 – EXECUTION FLOW FOR NONLINEAR BLOCKS.
1: �function flowConstruct(int layerId)
2:     if layerID == Null then
3:         return;
4:     end if
5:     refcnt++;
6:     �if layerId.refcnt < prevLayer.refcnt then
7:         return;
8:     end if
9:     execFlow.push(layerId)
10:     L = layerId → get-next();
11:     for l ∈ L do
12:         flowConstruct(l)
13:     end for
14: end function
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from GPU memory before the start of 
backward propagation, maximizing 
the memory saving and improving the 
performance greedily. However, there 
is an exception in that the execution 
for the next layer has to be blocked if 
the available memory is not enough; 
there is a wait for the release of com-
pleted layers. In general, memory 
space is traded for performance in the 
forward pass.

Memory Prefetch
In the backward pass, prefetching the 
offloaded input feature maps back to 
the GPU can be overlapped with the 
computation of backward propaga-
tion using cudaMemcpyAsync() as 

well. After an asynchronous transfer 
for layern is completed, a cudaEvent 
is registered in the streammemory, after 
which the computation can be started 
for this layer. The streamcompute is syn-
chronized with the offload event to 
guarantee that the computation can 
be safely launched with the available 
input feature maps. Similar to the 
forward pass, we only synchronize 
streamcompute and streammemory at the 
end of backward propagation before 
the next iteration. Instead of simply 
launching the prefetch operations in 
the reverse order, we have to consider 
the execution order and prefetch la-
tency when searching for the optimal 
candidate layer.

Another problem is that if the 
prefetched layerm is too far away from 
the overlapped layern, the memory-
saving benefit is reduced because 
the prefetched data will be reused im-
mediately, wasting the GPU memory. 
Jointly considering the memory-sav-
ing and prefetch latency, we propose 
an efficient searching algorithm to 
decide the layer to be prefetched, as 

presented in Algorithm 2. Whenever 
there is a nonlinear block, we decide 
on the preceding layers based on DFS, 
which is similar to the procedure in 
the forward pass. After obtaining the 
layer, we restrict that no more than 
two convolution layers can reside in 
the GPU, as is illustrated in line 11. 
This is done because the convolution 
layers are computation intensive. 
Prefetching these layers too early will 
underutilize the GPU resources. As 
long as it is not a convolution layer and 
not available yet in the GPU memory, a 
layer can be chosen as the candidate, 
as shown in line 14, because other lay-
ers require shorter computation times 
compared with convolution layers. 
This feature can gain performance 
improvement because the prefetch la-
tency can be well hidden by the com-
putation time.

Evaluation
Our experimental evaluation is per-
formed on a GeForce GTX TITAN X 
with 12-GB GPU memory. The machine 
has a 3.4-GHz Intel i7-3770 CPU (four 
cores) and a 32-GB CPU memory. The 
GPU communicates with the CPU via 
a peripheral component interconnect 
(PCIe) switch, which has a 16-GB/s 
data transfer bandwidth. The machine 
is installed with Ubuntu 16.04, CUDA 
9.0, cuDNN 7.0, and g++ 5.4.0.

The Baselines
We apply approaches proposed by 
vDNN [18] and SuperNeurons [19] as 
the baselines for performance com-
parison. Regarding memory manage-
ment, vDNN uses the default NVIDIA 
CNMeM [25] library to allocate/deal-
locate tensors, while SuperNeurons 
adopts a fast heap-based GPU mem-
ory pool utility. The core concept of 
SuperNeurons is to divide the preallo-
cated pool into an allocated list and an 
empty list. For these two techniques, 
we implement the best-fit algorithm as 
the memory management policy. 

The execution order for the nonlin-
ear network is not detailed in vDNN. 
So we adopt the same construction, 
DFS, for vDNN for comparison. We 
can only release tensors from the 
GPU memory when there is no further 

ALGORITHM 2 – SEARCHING THE CANDIDATE LAYER.
1: �function searchPrefetchLayer(int layerId)
2:     n = 0;
3:     if layerId → type == CONV then
4:           n++;
5:     end if
6: �    next = flowConstruct(layerId). pop();
7:     while id do
8: �          if next → type == CONV && n < 2 then
9:                 pf.push(id); n++;
10:               next → pf = True;
11: �          else if next → of && !(next → pf) && next → type ! = CONV then
12:               next → pf = True;
13:               pf.push(next);
14:           end if
15:           next = flowConstruct(next).pop(); 
16:     end while
17: end function

We apply approaches proposed by vDNN and 
SuperNeurons as the baselines for performance 
comparison.

TABLE 1 – THE COMPUTATION 
AND COMMUNICATION TIMES (IN 
MILLISECONDS).

LAYER 
1 × 1 
CONV

3 × 3 
CONV JOIN 

Computation 25 76 3 

Communication 66 68 ×
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reference in the forward or backward 
pass. As for the tensor scheduling pol-
icy, we implement the dynamic policy 
mentioned in the vDNN article [18], 
which automatically decides which 
offloading layers are employed to bal-
ance the trainability and performance 
of a DNN at runtime.

For SuperNeurons, we only imple-
ment the liveness analysis and uni-
fied tensor management components 
because recomputation for specific 
layers is not considered in our work. 
SuperNeurons supports cost-aware 
recomputation, which in turn makes 
it capable of running the benchmark 
with a larger batch size. We disable 
SuperNeurons’ recomputation fea-
ture because cost awareness is not 
our main concern; instead, we focus 
on memory-swapping performance, 
so that SuperNeurons cannot run the 
benchmark with a larger batch size. 
As shown in Figure 4, we use Modi-
fied SuperNeurons to denote the Su-
perNeurons’ configurations. By con-
trast, Dymem focuses on improving 
the performance of nonlinear neural 
networks and adopts an aggressive 

memory-swapping policy to maximize 
the DRAM bandwidth and balance 
memory usage. When doing memory 
swapping, SuperNeurons focuses only 
on the convolutional layer, while 
Dymem considers multiple types of 
layers, such as convolutional and 
pooling layers. Furthermore, we pro-
pose a memory-efficient graph analy-
sis to construct an execution order for 
nonlinear networks and introduce a 
dynamic offloading/prefetching strat-
egy to maximize the performance and 
usage of bandwidth.

The DNN Benchmarks
First, we perform the evaluation com-
pared with vDNN and Modified Su-
perNeurons on the linear networks 
VGG-16 and AlexNet. We use the same 
training configurations as in the pub-
lished articles [7], [26]. We further 
perform the evaluation against vDNN 
and Modified SuperNeurons on two 
representative nonlinear networks, 
ResNet [27] and Inception-v4 [5]. 
Specifically, we implement the basic 
residual block, which has two 3 × 3 
convolutional layers with the same 

number of output channels. Each con-
volution layer is followed by a batch 
normalization layer and a rectified lin-
ear unit activation function. For all of 
the previous benchmarks, we use the 
image data set Canadian Institute for 
Advanced Research, 10 classes [28].

An End-to-End Throughput  
Evaluation
Figure 4 presents the end-to-end train-
ing throughput comparison of Dymem 
to vDNN and Modified SuperNeurons. 
The training throughput is measured 
by the number of processed images 
per second. We vary the batch sizes 
for different DNNs and compare the 
corresponding throughputs. For the 
linear networks VGG-16 and AlexNet, 
there is not much performance im-
provement over vDNN and SuperNeu-
rons because these networks are 
composed of simple and sequential 
layers. For example, VGG-16 consists of 
16 convolution layers, which are com-
putation intensive. The computation 
time is always longer than the transfer 
time. The propagation computation 
dominates the total delay. As a result, 
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there is not much performance ben-
efit achieved by removing the layer-
by-layer synchronization barriers. For 
ResNet-152 mentioned in the original 
SuperNeurons paper, the benchmark 
can support a batch size up to 80 [26], 
while the batch size of Modified Super-
Neurons is only 20 in Figure 4(e). We 
can explain this phenomenon by the 
reason that the original SuperNeurons 
supports cost-aware recomputation, 
which brings more free GPU memory 
space to hold more data and increase 
training throughput. By contrast, we 
disable the recomputation feature of 
SuperNeurons in our experiments 
so that the maximum batch size of 
ResNet-152 is lower. 

However, Dymem obviously out-
performs SuperNeurons in training 
throughput. In some cases, for linear 
networks, we can see that Modified 
SuperNeurons perform better than 
Dymem and vDNN because Modi-
fied SuperNeurons only offloads con-
volution layers, avoiding the com-
munication overhead. However, for 
both linear and nonlinear networks, 
when the batch sizes are increased, 

Modified SuperNeurons cannot train 
these networks because of the lim-
ited memory availability. With the 
growth of the batch size, the memory 
demand of each layer also increases. 
In some cases, a GPU can only hold 
one layer with a huge batch size and 
may even fail to hold a complete layer 
because of the limited memory space. 
For nonlinear networks, the results 
consistently demonstrate the leading 
throughput on ResNet-50, ResNet-101, 
ResNet-152, and Inception-v4. The larg-
est throughput improvement comes 
from ResNet-50, running with batch 
size 100, which achieves up to 42% 
compared with vDNN. The performance 
largely results from the improved com-
munication/computation ratio. This 
occurs because Dymem can better 
utilize the overlap of communication 
and computation among layers. We 
also observe that the throughput has 
slowly deteriorated with increasing 
batch size. This happens because 
the GPU memory can only accommo-
date fewer network layers with wider 
networks, resulting in a decreased 
communication/computation ratio. Less 

layer overlapping requires growing 
communications in more frequent 
tensor swapping between the CPU 
and GPU. Then, the runtime has to 
constantly offload the current layer 
before proceeding to the next one.

The Efficiency of Dependency-Aware 
Swapping
Figure 5 plots the breakdown of the 
normalized execution time of two 
representative nonlinear networks, 
Inception-v4 and ResNet-32. These 
two networks are training on Dymem 
and vDNN with the memory-optimal 
configuration to avoid the impact from 
the speedup of convolution. Specifi-
cally, the time is decomposed into the 
overlapped time, the nonoverlapped 
communication time, and the non-
overlapped computation time. In this 
experiment, the baseline only uses 
one stream, which restricts the com-
putation and offload/prefetch in both 
the forward and backward passes to 
be executed sequentially. We also con-
figure the memory-optimal algorithm 
for these three experiments to avoid 
the impact of the dynamics in the con-
volution layers. As shown in the figure, 
the overlapped time in the baseline is 
zero since the communication and the 
computation are performed sequen-
tially. The layer-by-layer strategy ad-
opted by vDNN can overlap the com-
munication with the computation to 
some extent by 18% and 12% for Incep-
tion-v4 and ResNet, respectively. The 
overlapped time in Dymem is longer 
than that in the vDNN, showing that 
a more aggressive batching strategy 
is more effective in terms of perfor-
mance. As a result, compared with the 
baseline, Dymem can achieve up to a 
nearly 46% reduction in the execu-
tion time.

Conclusion and Future Work
With DNNs in AI applications going 
wider and deeper in the industrial 
community, there is a need to effec-
tively schedule GPU memory for DNN 
training to overcome an insufficient 
capacity. In this article, we focus on 
memory management for the train-
ing of nonlinear DNNs. We propose 
the runtime to adopt a layer-wise 
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Compared with state-of-the-art approaches, our 
proposed solution can improve the end-to-end 
training throughput for ResNet-50 by up to 42%.
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graph analysis and dependency-aware 
offloading/prefetching strategy to im-
prove the throughput of DNN train-
ing. Compared with state-of-the-art 
approaches, our proposed solution 
can improve the end-to-end training 
throughput for ResNet-50 by up to 
42%. The experiments also show that 
Dymem can achieve better scalability 
for nonlinear DNNs with various net-
work depths. Currently, the proposed 
solution supports GPU memory op-
timization only for neural networks 
with a static dataflow graph and a 
fixed shape of the input, i.e., a DNN. 
In the future, we are going to extend 
our work to support 1) dynamic neural 
networks, whose data samples have 
variable shapes and for which the 
computation graph topology depends 
on input or parameter values, e.g., 
recurrent neural networks and long 
short-term memory networks and 2) 
some new hardware technologies, 
such as PCIe 4.0, double data rate five, 
and nonvolatile memory. 
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The experiments also show that Dymem can achieve 
better scalability for nonlinear DNNs with various 
network depths.
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F
ine-grained and wide-scale 
connectivity is a precondi-
tion to fully digitalize the 
manufacturing industry. 
Driven by this need, new 
technologies such as time-

sensitive networking (TSN), 5G wire-
less networks, and industrial Internet-
of-things (IIoT) are being applied to 
industrial communication networks to 
reach the desired connectivity spectrum. 
With TSN emerging as a wired network-
ing solution, converging IT and opera-
tional technology (OT) data streams, 
5G is upscaling its access and core net-
works to function as an independent or a 
transparent TSN carrier in demanding OT 
use-cases. In this article, we discuss the 
drivers for future industrial wireless 
systems and review the role of 5G and 
its industrial-centric evolution towards 
meeting the strict performance stan-
dards of factories. We also elaborate 

on the 5G deployment options, includ-
ing frequency spectrum allocation and 
private networks, to help the factory 
owners discern various dimensions of 
solution space and concerns to inte-
grate 5G in industrial networks.

The envisioned Industry 4.0 de-
fines the transformative progression 
of industrial manufacturing systems 
toward future smart factories, offer-
ing flexibility and efficiency [1], [2]. 
The smart factories of the future will 
be characterized by [3], [4] 1) holistic 
management in the entire value chain 
through the horizontal and vertical 
integration of OT and enterprise IT do-
mains, 2) modular and customizable 
production lines, and 3) support for 
mobility use cases, including mobile 
robots, control panels, and automat-
ed guided vehicles (AGVs). However, 
such progression requires the seam-
less connectivity of people, machines, 
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and computing resources in manufac-
turing processes.

Connectivity is fundamental to col-
lecting and utilizing data for bridging 
the divide between physical and digi-
tal worlds and developing new rev-
enue streams and cost savings. The 
challenge is to satisfy diverse con-
nectivity demands for reliability, low 
latency, and capacity. Industrial OT 
networks include diverse solutions, 
such as Ethernet-based networks (e.g., 
the Process Field Net and Ethernet for 
Control Automation Technology) and 
field buses (e.g., the Process Field 
Bus) [5]. Meanwhile, the IEEE 802.1 
TSN task group is developing a set of 
standards to extend the best-effort 
Ethernet networking model to provide 
deterministic streaming services [6]. 
Concurrently, the TSN profile (defin-
ing features, options, and require-
ments) for industrial automation is 
being defined by International Elec-
trotechnical Commission (IEC)/IEEE 
60802. These initiatives will provide 
enhanced industrial Ethernet solu-
tions for enterprise-wide connectiv-
ity, support the capabilities of indus-
trial Ethernet variants, and increase 
hardware homogeneity on the factory 
floor [7], [8]. However, the full-scale 
connectivity of the entire value chain 
requires a combination of wired and 
wireless solutions to support massive 
sensing, mobility, and customizable 

production lines. Nevertheless, wire-
less systems remain unpopular be-
cause of reliability and performance 
concerns around industrial-grade de-
terministic communication [9]. Thus, 
current wireless networks exist on a 
limited scale, penetrating factories 
only to process automation and for 
other noncritical applications [10].

Over the years, cellular systems 
have been optimized to provide ex-
tended coverage and data rates for 
the mobile Internet. However, connec-
tivity demands in vertical industries, 
such as factory and building automa-
tion, energy, and transportation, are 
substantially different. To this end, 
5G networks are upscaling in terms 
of capability and flexibility, while the 
network design stretches beyond 
consumer-oriented mobile broadband 
services by introducing features tai-
lored for the IoT, IIoT, and connected 
cyberphysical systems (CPSs) [11], 
[12]. The IIoT describes a communi-
cation network of industrial objects 
(machines, devices, and processes) 

for reliably exchanging monitoring/
control data, while CPSs use the IIoT 
to provide a consistent (synchronized 
and interactive) digital description of 
the objects [13].

In fact, 5G introduces three main 
connectivity services: enhanced mo-
bile broadband (eMBB), massive ma-
chine-type communications (mMTC), 
and ultrareliable low-latency com-
munication (URLLC). The apparent 
industrial use cases of these services 
are shown in Figure 1, yet by combin-
ing these services, 5G can support 
extreme variations of IIoT applica-
tions. Although 5G becomes a unified 
connectivity fabric, its seamless in-
troduction to the factory floor raises 
several questions and challenges. 
For instance, what connectivity gaps 
can 5G fill? How is it integrated with 
industrial networks, and can it satisfy 
time-sensitive communication (TSC) 
targets while keeping critical data 
local? Consequently, businesses and 
mobile network operators (MNOs) 
are seeking to understand the 5G 
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Connectivity is fundamental to collecting and 
utilizing data for bridging the divide between 
physical and digital worlds and developing new 
revenue streams and cost savings.
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architecture’s design and optimiza-
tion (the extending ripple in Figure 1) 
to expand their business models be-
yond mobile broadband [15], [16].

In this direction, private (nonpublic) 
5G networking models [17] and associ-
ated spectrum licensing options need 
to be carefully explored to realize dedi-
cated, customizable, and cost-effective 
services for industrial use cases [18]. 
While reflecting on such concerns and 
challenges, this article presents a tech-
nical review of 5G’s industry-centric 
features and deployment options in 
the ongoing effort to develop factory 
5G networks, i.e., private 5G networks 
for industrial use. The term factory 5G 
is specifically used to refer to a private 
5G network deployed for the process/
manufacturing industry. 

Drivers for Enhanced Industrial 
Wireless Communications
Through full mobility support and the 
replacement of cables, wireless automa-
tion has the potential to transform in-
dustrial production systems. However, 
until recently, the wireless communica-
tion sector lacked a clear understand-
ing of the integration scenarios and  
dependable communication requirements 

of industrial use cases. Studies (e.g., [19] 
and [20]) by the 3rd Generation Partner-
ship Project (3GPP) and close collabora-
tion between wireless communication 
and industrial sectors have led to the in-
dustry-specific design of time-sensitive, 
ultrareliable, and massive connectivity 
features in 5G networks. These features 
can serve a wide range of use cases on 
the factory floor, independently or joint-
ly (by augmenting wired industrial solu-
tions), as shown in Figure 2. Particular 
needs for enhanced wireless systems 
arise from the following:

■■ Dynamic network customization: Scal-
ing capacity, speed, and control ac-
cording to changing manufacturing 
demands require rapidly reconfigu-
rable and modular production lines, 
termed swarm or matrix production 
[4], [21]. However, due to costly and 
complex cable management, pro-
duction lines are mostly statically 
configured. By leveraging wireless 
connectivity, the desired flexibility 
can be achieved; however, radio re-
source allocation and network man-
agement become challenging.

■■ Mobility and collaboration: Support 
for mobile objects (AGVs, robots, 
and control panels) and their col-

laboration in flexible/modular man-
ufacturing are vital to automate 
recurring, labor-intensive, and costly 
tasks. Mobility and collaboration-
oriented use cases, referred to as 
the critical IoT in Figure 2, require 
robust wireless connectivity to 
guarantee fail-safe operation [5].

■■ Data-intensive use cases: To enable 
remote inspection, monitoring, and 
surveillance, human–machine inter-
face (HMI) applications for real-time 
situational awareness are needed, 
including control panels, massive 
diagnostic data uploads, augmented 
reality (AR)/virtual reality (VR), 
and high-definition video/audio [19]. 
These use cases are data intensive 
and radio resource demanding; thus, 
they are classified as the broadband 
IoT in Figure 2.
Table 1 lists industrial use cases and 

their key performance indicators (KPIs) 
based on 3GPP studies [19], [20]. Mean-
while, the most relevant 5G use cases 
across various industries and their in-
fluence with respect to generated traffic 
volume on overall network architecture 
are projected in [22]. These studies un-
derscore the need for a versatile wire-
less solution to satisfy diverse connectivity 
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requirements, ranging from time sensi-
tive to data intensive, and massive com-
munications with scalability and mobil-
ity, as depicted in Figure 2. The wireless 
standards explicitly designed for indus-
trial communication (e.g., International 
Society of Automation 100.11a and the 
Wireless Highway Addressable Remote 
Transducer Protocol) are limited in 
scope; using the low-rate IEEE 802.15.4 
standard, they offer limited rates, cov-
erage, and scalability. Conversely, 5G’s 
flexible, service-oriented design and tar-
geted evolution are expected to provide 
unified industrial connectivity based 
on eMBB, mMTC, and URLLC services, 
each enabling coverage and capacity, 
massive access, and TSC.

On the downside, compared to the 
ad hoc and unlicensed spectrum-based 
operation of IEEE 802.15.4, a factory 
5G deployment requires technical and 
business evaluations to demonstrate its 
technoeconomic feasibility. The techni-
cal challenges that persist today are 1) 
the feasibility of satisfying industrial 
KPIs and convergence with industrial 
networks and 2) the control over busi-
ness-critical data and network/service 
customization. The business viability 
of factory 5G cannot be predicted this 
early, and vendors and operators are 
struggling to define a clear road map 
for the technology’s rollout (e.g., based 
on early stage testbeds [4]). Besides, 

the figures for business value are more 
hyped than proved to determine con-
crete returns on investment (ROIs).

Nevertheless, to mitigate techno-
logical concerns, 5G is unfolding New 
Radio (NR)-based radio access network 
(RAN) and core network (CN) designs 
consistent with industrial-grade qual-
ity-of-service (QoS) targets as well as 
end-to-end (E2E) latency of 1 ms1  and 
reliability on the order of 1–10–6 [20]. 
These stringent E2E performance tar-
gets require the joint dimensioning of 
the RAN and CN, while two broad direc-
tions are as follows:

■■ industry-centric enhancements in 
radio and CN features for TSC and 
integration with wired Ethernet 
(e.g., TSN)

■■ offering various network/service de-
ployment options with private 5G to 
meet industrial requirements for 1) 
dedicated coverage and guaranteed 
QoS; 2) keeping business-critical 
data local, secure, and private; and 
3) flexible spectrum use options.

5G System Features and 
Enhancements
A 5G system (5GS) consists of user 
equipment (UE), the RAN, and the 
CN. The CN includes the control plane 
(CP) for signaling, user plane (UP) for 
data connectivity, and provisioning/
management layer. The division be-
tween the CP and UP provides flex-
ible network deployment/operation, 
where only the Ethernet/Internet Pro-
tocol connection is visible to a 5GS 
user (e.g., an industrial network).

5G RAN Design for TSC
To support critical data flows, 5G NR 
introduces several URLLC features 
broadly grouped into low latency, ul-
trareliability, scheduling, and over-the-
air time synchronization [14]. For low-
latency communications, NR provides 
adjustable resource granularity and 
minislots in a radio frame. The former 
enables shorter time slots, while the 
latter facilitates prioritized transmis-
sions at other-than-slot boundaries. 

TABLE 1 – THE FACTORY-OF-THE-FUTURE APPLICATIONS AND USE CASES, WITH PERFORMANCE REQUIREMENTS (BASED ON [19] AND [20]).

APPLICATION AREA USE CASE

KEY PERFORMANCE INDICATORS

RELIABILITY LATENCY DATA RATE PAYLOAD DEVICES

Factory automation Motion control 99.9999% 0.5–2 ms 1–5 Mb/s 20–50 B 20–100

Control to control 10–50 ms — 1 kB Five to 10

Mobile robotics (cooperative) 1–50 ms — 40–250 B 100

Process automation Closed-loop process control 99.9999% 10 ms# — 20 B —

Process monitoring 99.99% 50–100 ms 0.5–2 Mb/s — 100–1,000

Condition monitoring (safety) 99.9% 5–10 ms 0.1–0.5 Mb/s — ,1 0002

Condition monitoring (interval/event 
based)

99.9% 50 ms–1s 0.1–0.5 Mb/s — ,1 0002

HMI and production IT Mobile control panels with  
safety control

99.9999% 4–12 ms — 40–250 B Two to four

AR/VR 99.9% 10 ms1 5–25 Mb/s — 10–20

Logistics and warehousing Mobile robotics (video operations) 99.9999% 10–100 ms — 15 k–250 kB 100

Mobile robotics (standard operations) 40–500 ms — 40–250 B 100

Monitoring and maintenance Massive wireless sensor networks Noncritical, massive devices, and energy aware

The business viability of factory 5G cannot be 
predicted this early, and vendors and operators 
are struggling to define a clear road map for the 
technology’s rollout.
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Moreover, NR avoids handshake-based 
transmission grants by semipersis-
tent and configured grant scheduling 
schemes to enable periodic transmis-
sions on preconfigured resources. 
Also, to provide prioritized access, NR 
introduces uplink/downlink preemp-
tion by which a URLLC transmission 
can preempt an ongoing noncritical 
one. Besides, NR supports hybrid au-
tomatic repeat request (HARQ)-based 
retransmissions within lower latency 
bounds by fast packet processing. NR 
meets URLLC reliability targets via 
ultrarobust modulation and coding 
schemes (MCSs) for data and control 
channels. To avoid the extra degree 
of uncertainty in control channels, NR 
supports grant-free transmissions. In 
addition, various diversity schemes, 
such as multiantenna techniques, dual 
connectivity, multiple carriers, and pack-
et duplication, are part of the URLLC re-
liability toolbox [5].

Time synchronization is an essential 
element of 5GS and deeply embedded in 
radio/CN entities through a telecom pro-
file of the precision time protocol (PTP). 
3GPP Release 16 (Rel-16) extends time 
synchronization support to the UE level 
for time-sensitive applications, using a 
reference time indication from the base 
station (BS) and timing advance (TA)-
based adjustment of the propagation 
delay (PD) at the devices. However, it is 
hard to meet the tight synchronization 
budget of ≤1 μs in a 5GS due to BS time 
alignment errors, limited TA granularity, 
and other timing and multipath propaga-
tion errors [23]. Therefore, further study 
and analysis are needed for enhanced PD 
compensation techniques with a high-
resolution TA, round-trip time-based PD 
estimation with dedicated signaling, and 
other innovative directions [24]. Since 
synchronization complexity is accentu-
ated in converged wired/wireless net-
works, readers may refer to [25] and [26] 
for synchronization techniques/analysis 
in such scenarios.

Note that all these RAN features 
cover the nontrivial design aspects 
for TSC. Further, the design and as-
sessment of these features in dynam-
ic (with respect to multipath fading, 
blockage, and interference) industrial 
wireless channels require statistical 

learning and analysis frameworks 
[27]. This is because statistical chan-
nel models, often developed based 
on measurements [5], cannot capture 
environment-specific conditions, cor-
relations of events, and occurrences of 
performance-disrupting, rare events.

5G CN Design for TSN Integration
The 5G CN provides various mecha-
nisms for greenfield industrial deploy-
ments and to support interworking 
with Ethernet–TSN networks, such as 
the following:
1)	 Packet duplication is achieved by 

establishing redundant UP paths 
within the RAN, core, and transport 
network [28]. This feature is simi-
lar to TSN’s frame replication and 
elimination for reliability (FRER) 
features defined in the IEEE 802.1CB-
2017 standard or parallel redun-
dancy protocol protocol specified 
in the IEC 62439 standard for the 
industrial Ethernet. FRER protects 
against packet failures and latency 
violations by transmitting every 
data packet concurrently across 
two independent paths.

2)	 Native support for Ethernet services 
and procedures enables integration 
with industrial Ethernet networks.

3)	 Network slicing, which can span 
all 5GSs and even multiple opera-
tors, enables creating virtual net-
works across a common physical 
network, each capable of providing 
a negotiated QoS to a private cus-
tomer. Network slicing techniques 
can be exploited to isolate TSN-re-
lated control/data traffic in 5G–TSN 
integration scenarios and to realize 
factory 5G on a public network (see 
the “Factory 5G Deployment Op-
tions” section).

4)	 An edge computing environment 
brings network functions (NFs) close 
to a wireless edge to improve pri-
vacy and service performance for 
real-time, control-sensitive use 
cases. Edge computing can also 
be applied to the Rel-17 feature of 
time-sensitive device-to-device 
communication in TSN via a UP 
function (UPF).
These features constitute the 5G 

integration path with TSN to establish 

combined wired–wireless solutions 
for full-scale industrial connectivity. 
5G–TSN integration can enable new 
use cases and migrate existing ones 
requiring deterministic communica-
tions between end devices and remote 
controllers. Similar to the 5G URLLC 
toolbox, TSN provides an open set of 
standards for guaranteed latency, ul-
trareliability, time synchronization, 
and resource management, with Fig-
ure 3 illustrating the 5G URLLC and 
TSN toolboxes of standards.

3GPP Rel-16 introduced TSN trans-
lator (TT) functions to interface a 5GS 
to an external TSN network as a (set 
of) virtual TSN-capable bridge(s) [23]. 
TTs expose the necessary 5GS CP and 
UP interfaces for handling TSN’s bridge 
configuration, flow control, and time 
synchronization while masking 5GS 
internal functions. In particular, with 
TT functionality at the CP, the 5G TSN 
application function (AF) provides the 
management application to interact 
with the TSN controller [central net-
work controller (CNC)] according to 
IEEE 802.1Qcc to report capabilities 
and receive configurations from CNC 
via a network management protocol 
[29], [30]. Here, the 5G AF is an example 
of NF virtualization (NFV) for allocat-
ing/configuring 5G network resources 
for TSN streams. Meanwhile, 5GS pro-
vide virtual bridges per a UPF on the 
network side by using a network-side 
(NW) TT as a gateway to the TSN, with 
a device-side (DS) TT acting as a port 
for a 5G wireless device. For synchro-
nization, 5GS use an internal clock for 
adjusting the residence time of TSN’s 
synchronization messages in the 5G 
system (i.e., between an NW TT and a 
DS TT) according to IEEE 802.1AS. Fur-
ther details on 5G–TSN integration 
and research challenges are available 
in [18], [29], and [30].

Radio Spectrum Options  
for Factory 5G
Spectrum policy—how spectrum is li-
censed—is critical to 5G solutions and 
services. Spectrum allocation is es-
sential for growing data rate demands, 
and it is critical for industrial applica-
tions with stringent QoS requirements. 
A key question for industries concerns 
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which spectrum is suitable for factory 
5G. Currently, licensing authorities are at 
different stages of 5G spectrum assign-
ment. The NR spectrum for 5G is being 
allocated in low-, mid-, and high-band 
frequency ranges, providing different 
performance and coverage character-
istics (see Figure 4). Of these, the mid-
band 3.3–4.2-GHz spectrum is deemed 
ideal for 5G signaling, giving an optimal 
tradeoff among bandwidth, distance 
coverage, and building penetration. 

The harmonized use of this spectrum 
range for 5G services is under consid-
eration worldwide, while in the Euro-
pean Union, the 3.4–3.8-GHz band has 
already been harmonized. Meanwhile, 
in the United States, the 3.55–3.7-GHz 
band, called the Citizens Broadband 
Radio Service, enables 5G network de-
ployments through shared access via 
a three-tiered mechanism, including in-
cumbent, priority access, and general 
access licenses.

Dedicated Spectrum for Industries
Traditionally, spectrum policy follows 
a market-based approach—using auc-
tions to ensure efficient spectrum al-
location for new use cases. However, 
spectrum reservation for localized use is 
an unprecedented approach, promoting 
industrial policy. The idea of dedicated 
spectrum allocation for industries was 
initially promoted by Germany, citing 
that 1) many factories are located in ru-
ral areas where MNOs will never utilize 

TSN
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FIGURE 3 – An example of TSN over 5G by mapping 5G and TSN features. (a) The time-aware 5GS as a virtual TSN bridge. (b) Feature mapping be-
tween 5GS (RAN and Core) and TSN with respect to latency, reliability, resource management, and time synchronization for E2E industrial services. 
DS: device side; TT: TSN translator; AF: application function; CUC: centralized user configuration; CNC: central network controller; NW: network side. 
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the spectrum, 2) only dedicated spec-
trum will enable a leading role for 5G 
applications, and 3) it will allow indus-
tries to independently operate private 
5G and protect trade secrets. At pres-
ent, Germany has reserved 100 MHz in 
the 3.7–3.8-GHz band for local licenses, 
while the United Kingdom has made 
the 3.8–4.2-GHz band available through 
shared/coordinated spectrum access 
for local licenses. Meanwhile, the Neth-
erlands and Sweden have proposals to 
allocate at least 80 MHz in local licenses 
in the midband. A comprehensive snap-
shot of spectrum allocations for indus-
tries is available in [31].

Alternative Spectrum  
Access Approaches
Although clean and dedicated licensed 
spectrum is preferred for industrial 
5G, there could be several spectrum 
use alternatives for industries without 
spectrum reservation, e.g., through 
spectrum subleasing from MNOs, (li-
censed) shared access, and unlicensed 
spectrum. Another alternative is to 
use licensed spectrum under an agree-
ment with a mobile operator. There is 
precedence for this, with some private 

LTE networks typically using the mod-
el for large, high-value clients. Usually, 
facilities with a demanding QoS prefer 
licensed spectrum to avoid any risk of 
communication failures. This holds in 
the 5G era; however, emerging technol-
ogies [e.g., spatial diversity and artifi-
cial intelligence (AI)-enabled spectrum 
sharing and interference mapping) are 
empowering the construction of ro-
bust wireless networks even across li-
cense-free and shared bands [32], [33]. 
Also, NR on unlicensed bands (NR-U) 
is expected to be enhanced for indus-
trial use cases in Rel-17 ... and beyond 
[14]. Nevertheless, while considering 
industrial use case requirements, a 
portfolio of spectrum usage options 
can be developed, as demonstrated 
in Figure 5.

Factory 5G Deployment Options
Private networking is another industry-
centric 5G feature to support factory 
automation with desired flexibility. 
5G private networks give complete 
control over various critical network 
aspects, including capacity and cover-
age, isolated use of network resources, 
and on-demand customization. The 

3GPP defines such networks as non-
public networks (NPNs). Private 5G 
offers flexible deployment options us-
ing physical and virtual elements of a 
public cellular network, where private 
and public data can be segregated to 
maintain security/privacy [17].

NPN Functional Perspective
From a functional standpoint, the 3GPP 
defines two types of NPNs: stand alone 
(that is, isolated [17]) and public net-
work integrated (PNI), while the appli-
cable model depends on the use case 
and its requirements (see Figure 6).

Isolated NPN
An isolated NPN has all functions (con-
trol and data planes) located inside the 
factory, while it can use any of the pre-
viously discussed spectrum options. 
Although dedicated 5G may result in 
high cost and management complexity, 
it gives scalability and security gains.

PNI NPN
Depending on how 5G functional ele-
ments are distributed across a deploy-
ment area, this option provides different 
integration levels with the public network. 

Options for Private 5G 
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FIGURE 4 – The 5G spectrum allocation in different bands, with key characteristics and band-specific use cases: low bands for wide area track-
ing and sensing (i.e., massive IoT); high bands for local area, data-intensive, and time-sensitive applications (i.e., broadband/critical/industrial 
automation IoT); and midbands for functions requiring decent indoor–outdoor coverage and capacity. LTE-M: LTE for machines; MTC: machine-type 
communications. 
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Consequently, a nonservice provider 
(e.g., an OT company) will need to 
cooperate with an MNO for NF shar-
ing, network management, service 

continuity, and spectrum access. The 
main options are as follows:

■■ NPN hosted by public network: In this 
model, the public network dedicates 

user and CP resources to an enter-
prise using network slicing or access 
point name functionality. A network 
slice consists of a dedicated or shared 
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(e.g., LTE Bands +

New 5G Bands)
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(e.g., 2.3 GHz in Europe,
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subset of network resources (e.g., 
processing power, storage, and band-
width). It can concurrently support 
heterogeneous service classes, e.g., 
an eMBB slice supporting data- 
and time-sensitive applications. 
Also, edge computing, as part of a 
network slice, can enable NFs as 
software instances for industrial use 
cases [34]–[36]. Using this model, 
enterprises can get private network 
benefits without upfront installation 
and operation cost/complexity.

■■ Shared RAN: An enterprise shares 
only the RAN with the public net-
work, enabled by 3GPP RAN-shar-
ing specifications [37]. Since the 
5G users and CPs remain local, the 
data/signaling are local at the fac-
tory premises.

■■ Shared RAN and CP: This option 
shares the RAN and CP with the 
public network. The local UP can 
provide access to application layer 
data through multiaccess edge com-
puting, e.g., for real-time control 
communications, and enable other 
value-added services, such as data 
analytics, location-based services, 
and information caching. Note that 
CP placement becomes critical when 
extensive control and signaling 
are involved.

NPN Operational Perspective
Concerning operation models, NPNs 
can be placed along three dimen-
sions: management, ownership, and 
spectrum policy. Examples can in-
clude the following:

■■ MNO-provided service: An MNO 
owns/manages private 5G using li-
censed spectrum.

■■ Self-managed service: An OT com-
pany exclusively owns/manages a 
dedicated NPN using leased, local, 
or unlicensed spectrum.

■■ Hybrid solution: An OT provider 
manages its private 5G and part-
ners with an MNO for licensed spec-
trum, or an MNO provides 5G using 
an OT company’s private spectrum.
Management/monitoring tasks in  

private 5G define how an OT company 
can manage (create, scale, and config-
ure) and monitor a deployment model’s 
NFs. Usually, OT providers prefer to have 

complete control to manage and adapt 
NFs and resources and troubleshoot an 
NPN’s behavior according to industrial 
processes’ functional and performance 
needs. Meanwhile, the real-time moni-
toring of critical traffic’s QoS and service 
availability requires employing machine 
learning/AI-based predictive manage-
ment solutions [39]. In this respect, 5G 
softwarization efforts (e.g., OpenAir-
Interface, OpenRAN, software-defined 
networking/NFV [18], [34], [35]) will ac-
celerate private 5G cost-effective realiza-
tion and customization.

Security and Privacy in Factory 5G
Apart from encryption and data integ-
rity, the privacy and security concerns/
solutions of private 5G deployment 
span service resilience against fail-
ures and radio jamming, service isola-
tion, and interoperability with exist-
ing industrial security functions. In 
any deployment model, 5G’s service-
based architecture provides resilience 
through the redundancy/duplication 
of NFs and resources, while radio jam-
ming attacks can be avoided by com-
bining techniques, such as spectrum 
monitoring, dynamic spectrum ac-
cess, and beamforming [32], [40].

Traditionally, OT networks are physi-
cally isolated by perimeter protection 
and access control mechanisms [41]. 
In this respect, isolated NPNs can 
provide the highest security via physi-
cally isolated network elements; how-
ever, PNI NPNs need logical isolation/
access authorization and additional 
E2E encryption and integrity protection 
mechanisms. For isolated NPNs, 5G sup-
ports operator-controlled alternative 
device authentication methods [e.g., a 
key-generating Extensible Authentica-
tion Protocol (EAP)–Transport Layer 
Security protocol] [42]. In contrast, for 
PNI NPNs, using 5G authentication and 
key management (AKA) and EAP–AKA 
authentication methods is mandatory, 
together with universal subscriber iden-
tity models for public network authen-
tication. When an NPN is deployed as 
a slice, slice-specific authentication can 
be optionally performed after primary 
device–network verification [42].

To avoid the overhead and extra 
delay of additional integrity protection 

measures and E2E encryption, other 
solutions, e.g., physical layer security 
and intrusion detection mechanisms, 
must be investigated. Besides intru-
sions, network jamming attacks are 
potential cyberthreats for which feder-
ated and reinforcement learning-based 
collaborative attack detection/defense 
mechanisms are emerging [43].

Reflections and Conclusion
Connectivity is key to future smart 
manufacturing’s strive for digitization 
and agile factory operations. With 5G 
wireless communications, this vision is 
becoming more plausible via mobility 
support, augmenting workers, collab-
orative robotics, edge computing and 
control, and machine vision. Industrial 
applications entailing these functions 
have diverse and stringent KPIs for which 
emerging 5G networking capabilities 
and services are creating an opportu-
nity to realize wireless industrial con-
trol. However, as a factory 5G solution, 
the technology has to satisfy the KPIs 
and deal with the integration, manage-
ment, and operation complexities of OT 
networks. In this article, we discussed 
industrial use cases driving 5G design 
and optimization and reviewed indus-
try-centric network features, deploy-
ment models, and spectrum options.

3GPP Rel-16 and Rel-17+ continuous-
ly study and specify enhancements to 
handle industrial use cases. Even so, 
it is too early to say when industry-
friendly deployments will exist due to 
the gap between product development 
and industrial acceptance and needs. 
Technical feasibility and solutions for 
industrial KPIs constitute one side of 
the coin. The other side is multifacet-
ed, including the following:
1)	 5G URLLC features address non-

trivial issues, but their fail-safe 
design and validation for dynamic 
industrial wireless channels require 
new statistical frameworks and data-
driven strategies.

2)	 To create trust, validation and evalua-
tion in real deployments are needed.

3)	 Cross-industry communication, 
standardization, and regulations 
must be more inclusive.
For example, related to point 2, re-

cent measurement results reported in 
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[44] with a Rel-15-based private 5G net-
work indicate the need to reduce the 
upper percentile of packet latencies 
and improve the consistency of packet 
delays in overall 5G systems. Readers 
are encouraged to refer to [44] and the 
references therein for further insights. 
Therefore, in demonstrating factory 5G’s 
potentials, emphasizing future research 
and development imperatives, and re-
moving the silos between telecom and 
automation industries, all these aspects 
are crucial to address. It is critical to dis-
cover/develop anchor use cases show-
ing 5G’s effectiveness in performance, 
safety, and ROI. Promising anchor use 
cases for which factory 5G efforts are 
notable include network robots/AGVs, 
vision and augmented reality, an in-
telligent edge for closed-loop control, 
and massive wireless sensor networks. 
For instance, for matrix and additive 
manufacturing concepts, which require 
reliability, timeliness, and synchroniza-
tion for connected mobile robots/AGVs 
coursing on condition-based dynamic 
routes instead of predefined ones, the 
5G RAN and core enhancements are fit-
ting for low-latency access to edge com-
puting resources.

The remaining challenges include 
network optimization (coverage and 
scheduling) under operational dynam-
ics. Additionally, 5G broadband can 
support vision- and augmentation-
related uses cases for virtualization 
and remote maintenance, respectively, 
for a limited set of devices. However, 
in massive connectivity for critical 
production processes and interactive 
extended reality for collaborating field 
agents as well as haptic control, main-
taining minimum peak data rates with 
low latency remains open to further 
enhancements. Meanwhile, integrated 
communication, sensing, and localiza-
tion is still an issue for context-aware 
human–machine interactivity. For inte-
gration with Ethernet/TSN networks, 
5G already provides E2E support 
for scheduled flows, synchroniza-
tion, and reliability. Still, further work 
is needed to translate TSN resource 
allocation and time synchronization 
within the converged 5G–TSN sys-
tem in challenging industrial radio-
frequency environments.

Spectrum use options and differ-
ent network deployment models will 
be decisive in factory 5G’s success. In 
composite deployment models, inputs 
from all stakeholders, including spec-
trum authorities, MNOs, and OT/IT 
technology providers, must be con-
sidered while discovering innovative 
service and business models. For alter-
native spectrum policies/use options, 
a cost–benefit analysis is necessary 
while considering the following:

■■ Dedicated spectrum is expensive, 
and ROIs will depend on anchor 
use cases,

■■ An MNO-owned spectrum port-
folio can provide network scal-
ability and harmonized indoor/
outdoor coverage.

■■ NR-U with URLLC enhancements 
might be more sustainable for 
small/medium enterprises joining 
the digitalization drive.
The isolated private 5G deployment 

model can enable dedicated support 
for critical data-intensive and time-sen-
sitive use cases while providing nec-
essary privacy and security features. 
Meanwhile, PNI private 5G deploy-
ment options provide cost-effective 
shared infrastructure for less strin-
gent applications, e.g., process auto-
mation and monitoring/maintenance. 
However, solution providers need to 
optimize operation and management 
complexity and provide autonomous 
solutions to network operation, optimi-
zation, on-site and remote functional 
splits, new service deployments, and 
QoS assurances for multiple scenarios 
and services.

Above all, private 5G wireless 
networking brings many security 
concerns to the factory floor, espe-
cially when sharing resources with 
a public network. In this respect, the 
3GPP offers solutions to increase the 
resilience of private networks by du-
plicating NFs/resources and through 
service/slice authorization and isola-
tion. To defend against radio jamming 
attacks, solutions can be devised by 
combining 5G’s dynamic spectrum 
monitoring and allocation and beam-
forming techniques. Meanwhile, to 
reduce the additional communication 
overhead of security measures, new 

techniques, such as physical layer 
security and federated learning, are 
promising but require realistic suit-
ability analysis for real-time control 
and analytics.
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I
ndustrial control systems in the 
era of Industry 4.0 present sig-
nificant challenges from a com-
munication perspective, that is, 
low latency, ultrahigh reliability, 
and accurate synchronization. 

Time-sensitive networking (TSN) has 
emerged as the main solver of these 
challenges. As a research trend, TSN 
and wireless technologies are expected 
to converge in the wireless TSN para-

digm. This convergence starts with the 
adoption of accurate clock synchroni-
zation over wireless systems. In this 
article, we review the existing wireless 
clock-synchronization approaches and 
their attainable performances, and we 
discuss their feasibility to enable wire-
less TSN. We conclude that the exist-
ing clock-synchronization techniques 
are enough to enable wireless TSN, 
although significant implementation 
efforts are required to incorporate 
accurate clock synchronization over 
wireless systems.

The Vision of Wireless TSN
As a promising direction of wireless 
communications for industrial auto-
mation, a vision of wireless TSN was 
brought up as early as 2018 [1]. Our 
vision of wireless TSN is to achieve 
a wireless solution that directly sup-
ports the TSN functionalities and 
that provides the equivalent perfor-
mance of the wired TSN by wireless 
communications, thus acquiring all 
the advantages inherent to wireless, 
such as better scalability, lower com-
missioning costs, and free movement 
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of the wireless nodes. The envisioned 
wireless network presents a point-to-
multipoint architecture (i.e., Wi-Fi/5G 
like) where a wireless TSN master is, 
on the one hand, wiredly connected 
to a wired TSN network, and on the 
other hand extends TSN to multiple 
stations in the wireless domain. Two 
challenges in terms of clock syn-
chronization can be highlighted to 
achieve this vision. First, the wireless 
network must accurately synchro-
nize the local clock of all the nodes 
in the wireless network to the same 
common time using wireless signals 
(referred to as Wi-Sync) [2]. Second, 
the bridge among the domains must 
ensure the seamless extension of the 
synchronization from wired to wire-
less TSN.

In this article, we first summarize  
the requirements of Wi-Sync for wire-
less TSN, then we point out the funda-
mental limits that lie in attainable 
synchronization. The latest progress-
es in the state of the art are presented 
based on the technologies involved 
and the levels of performance, ranging 
from microseconds to subnanosec-
ond. Based on the validated feasibili-
ties, we appeal for more research and 
implementation efforts on Wi-Sync 
and also on the integration of Wi-Sync 
and wired TSN clock synchroniza-
tion. Finally, we briefly outline some 
other critical features required to en-
able wireless TSN, which are outside 
the scope of the article, such as se-
curing the wireless communication, 
wireless time-aware scheduling, and 
time-aware scheduling, and orchestra-
tion among wired/wireless domains. 
Compared to the previous works that 
analyze 5G [3], [4] and Wi-Fi Wi-Sync 
capabilities [5], this work presents the 
wireless TSN Wi-Sync requirements, 
a detailed overview of the current 
state of research, and the existing 

techniques used to enable accurate 
Wi-Sync over Wi-Fi and 5G and its inte-
gration with TSN clock synchronization.

Clock-Synchronization 
Requirements for Wireless TSN
From the user’s point of view, a stra-
tegic requirement of Wi-Sync for 
wireless TSN is to make the solution 
self-contained, i.e., the Wi-Sync func-
tionalities shall be realized by the 
wireless TSN itself, without depen-
dency on external infrastructure. Con-
sequently, common solutions relying 
on global navigation satellite systems 
(GNSS) are outside the scope of this 
research. A self-contained wireless 
TSN solution is desirable because it 
has fewer per-device costs and com-
plexities, it has better deployment 
flexibility (the devices can be de-
ployed indoor or outdoor), and it is 
not vulnerable to GNSS spoofing [6]. 
In addition, another strategic require-
ment is the integration of the synchro-
nization between wired and wireless 
TSN to achieve a large-scale internet-
work clock synchronization.

The required Wi-Sync performance 
for wireless TSN is mainly derived 
from three sources: the requirements 
inherited from wired TSN, the require-
ments of the specific wireless tech-
nology, and the requirements for 
wireless localization.

■■ Baseline requirements inherited from 
wired TSN: Communication net-
works used at the industrial field 
level have long been offering mech-
anisms to synchronize the local 
clock of network nodes to a master 
clock, such as the distributed clock 
mechanism in EtherCAT [7]. With 
the advent of TSN, such mecha-
nisms are being embedded in the 
Ethernet standard itself [8]. The re-
quired level of clock-synchroniza-
tion accuracy of TSN varies across 

applications. The IEC/IEEE 60802 
TSN Profile for Industrial Automa-
tion sets it between 100 ns (e.g., for 
motion control) and 1 ns (e.g., for 
process control) [9], and these val-
ues are in line with many example 
applications from the scientific lit-
erature [10] for applications that 
involve both movable and static 
nodes. These requirements are in-
dependent of the adopted wireless/
wired technology. For instance, 
these requirements are considered 
by the 5G-ACIA and the 3rd Genera-
tion Partnership Project in the inte-
gration of 5G and TSN [11].

■■ Wireless communications protocol-
specific requirements: Clock syn-
chronization is also a precondition 
to allow for coordinated access 
to the shared wireless channel in 
a time-division multiple access 
fashion. The required accuracy, in 
this case, is determined by the re-
quired length of time slot or mini-
mal transmission interval. The rule 
of thumb is that the synchroniza-
tion error should not exceed 1/10 
(baseline) or 1/20 (desirable) of the 
slot length. The synchronization 
requirement has been considered 
in several mobile standards, such 
as LTE and 5G, and in 802.11ax to 
allow for coordinated access to 
the medium. For instance, a few-
microsecond accuracy is required 
if the slot length is in the 100-ns 
level in the real-time Wi-Fi [12], 1 ns 
is required in 5G [4], and 100-ns 
level accuracy is required if the slot 
length is a few microseconds in the 
wireless high-performance (Wire-
lessHP) [10] or wireless-SHARP [13]. 

■■ Requirements for wireless localiza-
tion: Many industrial applications 
require accurate asset localiza-
tion and tracking. As an industrial 
trend, wireless communication 
systems are expected to converge 
with indoor localization systems, 
typically based on measuring the 
time difference of arrival (TDoA) 
[14]. The accuracy of TDoA strong-
ly depends on the synchronization 
performance, e.g., a localization 
accuracy of 1 m requires a syn-
chronization accuracy of 3.3 ns for 

Our vision of Wireless TSN is to achieve a wireless 
solution that directly supports the TSN functionalities 
and that provides the equivalent performance of the 
Wired TSN by wireless communications.
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a rough estimation. These applica-
tions introduce the most stringent 
requirement for Wi-Sync, obviously.

Key Factors of Accuracy  
in Wi-Sync
Wi-Sync accuracy resides on three 
processes: the protocol used to ex-
change synchronization messages be-
tween one master and multiple slaves 
(messaging), the egress and ingress 
time of the messages (timestamps) 
used to compute the Wi-Sync error, 
and the Wi-Sync error calculation and 
local time adjustment (tuning). The 
accuracy of a certain Wi-Sync solution 
is determined by the techniques ap-
plied in these processes.

Messaging Protocols
Several messaging protocols are be-
ing considered to enable Wi-Sync in 
wireless TSN. The feasibility of each 
of them mainly depends on the cover-
age range of the wireless network, the 
wireless technology, and the Wi-Sync 
performance required by the network 
and applications. In this section, we 
summarize the messaging protocols 
that are currently being considered to 

enable Wi-Sync for wireless TSN over 
Wi-Fi and 5G.

Precision Time Protocol (PTP) has 
been defined by the 802.1AS standard 
for TSN time synchronization over 
Ethernet TSN thanks to its simplicity 
and performance in the 10-ns range 
over adequate Ethernet hardware 
(HW). Due to its popularity, PTP is 
also considered by several research-
ers as a natural Wi-Sync solution over 
Wi-Fi [5]. The protocol is based on a 
three-frame exchange, which enables 
channel-delay compensation (see “PTP 
Scheme” in Figure 1).

The 802.11 timing measurement 
(TM) and fine timing measurement 
(FTM) schemes [15] exploit the inher-
ent structure of Wi-Fi transmissions 
based on data frame+Acknowledgment 
to perform the clock synchronization 

(see “FTM Scheme” in Figure 1). The 
FTM is an evolution of TM that in-
cludes better timestamping resolu-
tion granularity (from 10 to 0.1 ns) 
and some extra functionalities, e.g., 
synchronization bursts, where several 
synchronization frames are transmit-
ted in a row, enhancing the Wi-Sync 
precision. The FTM and PTP schemes 
have a similar performance range as 
both are based on a similar frame ex-
change. The TM and FTM exchanges 
have been adopted by the 802.11AS 
standard (the 2012 and 2020 revisions, 
respectively [2]) for TSN clock syn-
chronization over Wi-Fi.

The 5G New Radio (NR) synchro-
nization scheme exploits the current 
existing radio synchronization mech-
anisms of 5G to enable clock synchro-
nization (see “5G NR Sync Scheme” in 
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FIGURE 1 – The messaging protocols developed for Wi-Sync.  FTM: fine timing measurement; ACK: acknowledgment; SSBs: synchronization signal 
blocks; SFN: system frame number; TS: timestamp. 

As an industrial trend, wireless communication 
systems are expected to converge with indoor 
localization systems, typically based on measuring 
the time difference of arrival.
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Figure 1) [4]. A 5G base station (BS) 
periodically transmits synchroniza-
tion signal blocks (SSBs), which are 
used to synchronize the user equip-
ment (UE) devices within the 5G 
frame. Then the 5G BS can transmit 
a time signaling, which includes the 
egress timestamp of an SSB with a 
specific system frame number (SFN) 
that was sent. The SFN is an identifier 
that univocally identifies the trans-
mission of an SSB. In addition, the 
5G BS can also compute and send to 
the UEs the channel delay [( )tmst  as in  
Figure 1 “5G NR Sync Scheme” timing 
advance (TA) ( )tmst ] through the tim-
ing advance mechanism. With this 
information, the UEs can perform an 
accurate clock synchronization to the 
BS. Besides, the TSN clock synchro-
nization over 5G has been already 
defined [4].

After the 5G network is clock syn-
chronized, the 5G system acts from 
a TSN perspective as a transparent 
bridge. Essentially, the TSN devices 
connected to the 5G network UE and 
BS ends transmit PTP frames through 
the user data plane of the 5G network. 
The 5G network calculates the total 
residence time of the PTP frames in 
the 5G network and appends the resi-
dence time to the PTP frames (i.e., a 
transparent clock). Therefore, the 
TSN end devices are able to synchro-
nize their local clock without notic-
ing that a 5G network is in the middle 
of the TSN network routing the PTP 

frames between the master clock and 
the slaves.

Finally, even though the presented 
schemes are robust and require little 
bandwidth, a simplified messaging 
scheme based on the broadcasting 
of sync frames is commonly used in 
wireless [5] (see “Broadcast Scheme” 
in Figure 1). The broadcast scheme 
has a clear advantage: As it is based 
on the periodic broadcasting of syn-
chronization frames, its throughput is 
independent of the number of devices 
connected to the network. On the 
downside, this scheme cannot com-
pensate for the channel delay.

The feasibility of the broadcast 
scheme depends on the coverage 
range of the wireless network and the 
required Wi-Sync. Theoretically, the 
broadcast scheme can be used when 
the required Wi-Sync equals the dis-
tance between the master and the 
farthest slave divided by the speed of 
light. However, wireless impairments 
(e.g., the multipath and fading) can in-
troduce imprecisions in the Wi-Sync. 
As a rule of thumb, the broadcast 
scheme can be recommended in net-
works with a maximum Wy-Sync equal 
to the double of the distance between 
the wireless TSN master and the far-
thest wireless TSN slave divided by 
the speed of light. For instance, the 
broadcast scheme is feasible in a net-
work with a maximum Wi-Sync error 
of 500 ns and a deployment range be-
low 75 m.

Timestamping and Tuning
Depending on the layer of the commu-
nication stack where the signal or data 
processing happens and the way of im-
plementing the clock and calculation, 
the approaches for timestamping and 
tuning are organized into four classes 
(A, B, C, and D), which are summarized 
in Table 1. Each class results in largely 
different levels of performance even 
using the same messaging protocol 
and the same wireless system. Classes 
A and B use a pure software (SW) ap-
proach, where timestamps, the clock, 
and calculations are performed in SW 
in a PTP daemon [see Figure 2(a)], and 
classes C and D replace the SW clock 
with a HW one, although the Wi-Sync 
calculations are still performed in SW 
[see Figure 2(b)].

Class A: SW in the Application Layer
In class A, timestamps are taken 
when a clock-synchronization mes-
sage leaves or arrives at the applica-
tion layer. Class A suffers from signifi-
cant jitter, which comes from various 
sources, including random delays of 
the application and network stack 
depending on the network and pro-
cessor load, random medium access 
time, and wireless propagation phe-
nomena. Class A is out of the pursued 
requirements, providing performanc-
es on the order of milliseconds [16] 
(see Table 1). 

Class B: SW in the Device-Driver Layer
Class B performs timestamps in the 
interruptions of the network interface 
driver—very close to the HW—al-
though it keeps the SW tuning. These 
timestamps are affected only by the 
jitter of the interruption routine used 

TABLE 1 – A COMPARISON OF THE APPROACHES OF TIMESTAMPING AND TUNING FOR WI-SYNC.

CLASS 
LAYER OF 
PROCESSING TUNING PROS CONS PRECISION

A: SW in application layer APP SW Commercial off-the-shelf 
HW, simple

Low performance 1 ms 

B: SW in media access control (MAC) 
layer

MAC SW Commercial off-the-
shelf HW

Affected by network 
and processor loads

0.5–10 µs

C: HW in the PHY layer, baseband PHY baseband HW Stable, high performance Custom HW 20–100 ns

D: HW in the PHY layer, baseband-radio 
frequency (RF)

PHY baseband 
and RF

HW Stable, highest 
performance

Custom HW 
and complex 
implementation

<5 ns

The SFN is an identifier that univocally identifies  
the transmission of an SSB.



JUNE 2022  ■  IEEE INDUSTRIAL ELECTRONICS MAGAZINE  39

to take timestamps. To provide an 
adequate performance, class-B time-
stamps require deep knowledge of 
the wireless system, processor archi-
tecture, operating system, and driver 
itself. Class B provides a performance 
range on the order of 1–10 ns [17]. 

Class C: HW in the  
Physical Layer, Baseband 
In class C, timestamps are directly 
taken at the exact moment of depar-
ture and detection of the frames from/
to the baseband processor [physical 
(PHY) layer] of the network inter-
face. The PHY timestamps avoid the 
uncertainty of the communication 
stack, although they do not consider 
the radio-frequency (RF) properties 
of the wireless system (e.g., the band-
width and radio impairments) and 
the wireless propagation phenomena. 
Consequently, class-C precision is 
bounded by the sampling resolution 
of the baseband processor and by the 
wireless propagation impairments 
(the communication noise, multipath, 
and wireless channel asymmetries). 
Regarding the tuning technique, class 
C uses a tunable HW clock that can be 
adjusted in time and frequency. The 
class-C performance range, combined 
with PTP over Wi-Fi, is on the order of 
tens of nanoseconds [18].

Class D: HW in the PHY  
Baseband RF Layer
Finally, class D includes the RF chain 
and the wireless propagation phe-
nomena in the timestamping model. 
The precision of class-D timestamps 

is constrained only by the physical 
properties of the propagation en-
vironment and the RF chain impair-
ments, and its precision can range 
from a few nanoseconds to subnano-
seconds. Class-D research is mainly 

SW

HWHW

SW

Application

HW Timestamps

Class C/D

Application

Network Stack 

Device Driver SW Clock

HW ClockMAC

PHY

Network Stack 

Device Driver

MAC

PHY

Class-B Timestamps Class-A Timestamps

Class A/B

PTP Daemon PTP Daemon 

(a) (b)

FIGURE 2 – The network stack for (a) devices with class-A/B timestamping and tuning and (b) devices with class-C/D timestamping and tuning. 
PHY: physical layer; MAC: media access control.  

TABLE 2 – THE WIRELESS CLOCK-SYNCHRONIZATION APPROACHES.

REFERENCE YEAR VALIDATION
WIRELESS 
SYSTEM

MESSAGING 
PROTOCOL

CLASS OF 
TIMESTAMP
ING AND 
TUNING ACCURACY

[16] 2009 Experiment 802.11 NTP A 1 ms

[17] 2018 Experiment 802.15.4 Custom B 2–5 µs

[20] 2014 Experiment 802.11 PTP B 0.5–3 µs

[18] 2018 Experiment 802.11 PTP C 30–50 ns 

[13] 2020 Experiment w-SHARP, 
WirelessHP 

Broadcast 
scheme

C 30–50 ns

[21] 2017 Experiment Ultrawideband 
radio
(LR-WPAN) 

PTP C 1–5 ns

[4] 2020 Technology 
analysis

5G 5G NR sync 
scheme + 
PTP

C ~1 µs

[19] 2012 Experiment 802.11b PTP D <1 ns over 
specific 
channels

[22], [23] 2013, 
2014

Experiment 802.15.4 PTP D <1 ns over 
specific 
channels

[24] 2020 Simulations, 
experiments

802.11 PTP D <1 ns

WPAN: wireless personal area network; NTP: network time protocol.
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focused on localization applications. 
As an example, the work in [19] pres-
ents a class-D timestamping and tun-
ing technique optimized for wireless 
communications for low-multipath 
conditions that provides subnanosec-
ond Wi-Sync performance.

The tuning process also involves 
a noise-reduction technique that en-
hances Wi-Sync precision. The noise-
reduction techniques are common to 
every class of timestamping and tun-
ing. Two techniques are commonly 
adopted in standard PTP implemen-
tations: proportional integral (PI) 
filtering and linear regression. In PI 
filtering, clock-synchronization error 
samples are introduced into a PI fil-
ter, which reduces the noise variance 
and estimates the local frequency 
drift. In linear regression, a set of 
clock-synchronization error samples 
are used to estimate the start and 
slope of a line, which represents the 
clock-synchronization error and lo-
cal frequency drift. In general, both 
offer similar performance, although 
PI filtering typically provides a faster 
response to variations in the channel 
delay/frequency drift, whereas linear 
regression is more stable.

Summary and Fundamental Limits
Throughout this section, we described 
the two fundamental choices that  
limit the attainable Wi-Sync perfor-
mance: the messaging protocol and the  
timestamping and tuning technique.

The preference in the messaging 
protocol is mainly derived from the 
maximum tolerable Wi-Sync error of 
the network and its deployment range, 
but other aspects, such as implemen-
tation complexity and the amount of 
traffic, can be also considered. For 
wireless TSN operation, the broad-
cast scheme is a convenient choice 
for networks deployed at the edge in 

small- or medium-sized scenarios. 
On the contrary, if the deployment 
scenario is large or if wireless TSN is 
used as a bridge between two wired 
TSN network s,  a messag ing with 
channel-delay compensation could be 
more convenient. Regarding localiza-
tion, its Wi-Sync requirement is on the 
order of a few nanoseconds or sub-
nanoseconds, and thus, a messaging 
scheme with channel compensation 
is compulsory.

When it comes to the class of time-
stamping and tuning, class A is totally 
out of the submicrosecond-pursued 
requirements and must be discarded 
to achieve our wireless TSN vision. 
Class B provides precision in the 
microsecond even submicrosecond 
range, which is not enough for high-
performance wireless TSN configura-
tions. Class C is a reasonable option 
for wireless TSN because it provides 
the best implementation complexity/
timestamping performance tradeoff. 
Finally, class D is required only in 
industrial use cases that require pre-
cise localization.

To summarize, class-C timestamp-
ing and tuning combined with an ap-
propriate messaging exchange based 
on the coverage range of the wire-
less network seems to be a conve-
nient choice for wireless TSN based 
on the requirements inherited from 
wired TSN (0.1–1 ns), whereas local-
ization, with a Wi-Sync requirement 
in the 1-ns range, needs class-D time-
stamping and tuning combined with 
a messaging scheme with channel- 
delay compensation.

Progresses of Wi-Sync for 
Wireless TSN
Wireless TSN precision constraints 
cannot be met using class-A time-
stamping and tuning. Consequently, 
our review of the different Wi-Sync 

solutions starts with class B. As the 
first example of Wi-Sync using class B, 
Lennvall et al. [17] present the imple-
mentation of a communication system 
with Wi-Sync support specifically de-
signed for industrial wireless sensor 
networks. This scheme considers mul-
tihop communications and provides 
a synchronization precision in the 
range of 1–2 µs for a single hop and in 
the range of 10 ns for up to five hops. 
Several authors (e.g., in [20]) have also 
explored class-B timestamps over Wi-
Fi, demonstrating a Wi-Sync in the 
range of 0.5 ns. However, the Wi-Sync 
performance of these solutions is af-
fected by the network and processor 
loads, and consequently, they suffer 
from low stability.

Submicrosecond Wi-Sync is feasi-
ble using optimized class-B implemen-
tations even though HW timestamping 
and tuning (classes C and D) greatly 
outperform SW ones and are widely 
recommended to conduct the wire-
less TSN research and implementa-
tion. Unfortunately, few commercial 
wireless cards include HW timestamp-
ing and HW clock support and, con-
sequently, customs HW solutions 
over field programmable gate arrays  
(FPGAs) are the only alternative to im-
plement class-C and D timestamping 
and tuning.

Seijo et al. [18] developed a Wi-Fi 
modem with a HW clock and class-C 
timestamping and tuning built on an 
FPGA platform. The attainable Wi-Sync 
using PTP is evaluated over different 
wireless channels run in a wireless 
channel emulator, thus obtaining the 
results over known and predictable 
conditions (see Figure 3). The results 
showed a Wi-Sync performance rang-
ing from tens of nanoseconds to 
100 ns depending on the wireless en-
vironment. Additionally, the authors 
also studied the Wi-Sync performance 
of class C combined with the broad-
cast messaging scheme. To this end, 
they developed this scheme on top 
of w-SHARP [13], and they found that 
the Wi-Sync accuracy was on the or-
der of 50 ns [18] for low-range deploy-
ments. Regarding TSN synchronization 
over 5G NR, the analysis presented 
in [4] shows that the 5G NR Wi-Sync 

In PI filtering, clock-synchronization error  
samples are introduced into a PI filter, which  
reduces the noise variance and estimates the local 
frequency drift.
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accuracy using class-C timestamping 
and tuning could be below 1 ns, which 
may be enough for a wide range of 
wireless TSN use cases. However, no 
real measurements that demonstrate 
this performance level over 5G have 
been presented.

Research on class-D timestamp-
ing and tuning has been pushed by 
interest in precise asset localization 
in industrial applications and other 
domains. As the first example of class D, 
Exel [19] presents an 802.11b modem 
implemented on an FPGA with a HW 
100-ps precision timestamping unit 
that exploits the specific 802.11b mod-
ulation structure, which provides Wi-
Sync in the nanosecond range. Similar 
solutions have been presented for 
other wireless technologies, such as 
an implementation of 802.15.4 Chirp 
Spread Spectrum PHY with class C 
for ranging purposes [22], [23]. The 
results were in line with the results 
obtained with 802.11b. The drawback 
of these solutions is that they require 
nearly ideal wireless conditions to 
maximize their Wi-Sync accuracy. Sei-
jo et al. [24] developed a class-D time-
stamping technique that overcomes 
the wireless channel impairments 
and that can deliver subnanosecond 
timestamping precision in virtually 
any wireless condition (see Figure 4). 

This timestamping unit combined 
with PTP and built on top of Wi-Fi 
has been proven to provide subnano-
second Wi-Sync performance even in 
high-mobility conditions without a di-
rect line of sight. Finally, IEEE 802.11az 
standard [25] (802.11 amendment: 

enhancements for positioning) also 
includes a class-D timestamping tech-
nique based on the estimation of the 
carrier phase shift among the com-
municating nodes. However, there are 
no works yet available that analyze its 
capabilities and performance.

Master

Slave

Wireless Channel
Emulator 

Oscilloscope

FIGURE 3 – The HW testbed used to evaluate different clock-synchronization schemes against 
realistic conditions [18]. 
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Open Challenges and  
Future Directions
Wireless clock synchronization will 
play a key role in the coming years as 
the main enabler of wireless TSN. We 
have shown that several standards 
currently support Wi-Sync mecha-
nisms and protocols, although to 
massively enable Wi-Sync, several re-
search and implementation challeng-
es are still wide open. We think that 
the future research tracks described 
in the following paragraphs should 
conduct the next steps in wireless 
clock synchronization. 

In the implementation domain, 
only a few Wi-Fi devices already in-
clude class-C timestamping and, to 
the best of our knowledge, none of 
them supports class-D timestamping. 
We expect that the 802.11az standard 
will be adopted in next-generation Wi-
Fi devices for localization and that the 
adoption will also enhance Wi-Sync 
performance. Also, a HW clock is re-
quired to maximize Wi-Sync stability 
and precision, and they are not avail-
able in commercial devices at the mo-
ment. Finally, the drivers of wireless 
network interface cards must provide 
a standard interface to access the PHY 
timestamps and the HW clock.

Another crucial research track is 
the integration of wired TSN and wire-
less TSN to create a large-scale hybrid 
TSN network. Several challenges must 
be solved to achieve this integration 
(e.g., clock-synchronization integra-
tion and scheduling translation). De-
spite the fact that some steps have 
already been performed with wired 
TSN and narrow-band wireless proto-
cols [26], far more research, standard-
ization, and implementation efforts 
are required to achieve high-perfor-
mance hybrid TSN capabilities.

Finally, we think that subnanosec-
ond Wi-Sync can present new ways to 
overcome other challenging obstacles 
in industrial wireless communications. 

For instance, wireless security [27] is a 
very relevant matter of study as wire-
less control systems are potentially 
vulnerable to attacks. In that sense, 
ultra-accurate Wi-Sync could be used 
in combination with the estimation of 
the channel state to perform PHY-layer 
authentication and to decide whether 
a frame comes from a legacy or a mali-
cious node [28]. Hence, we encourage 
the research community to study the 
use of novel Wi-Sync techniques as 
a promising way to solve both direct 
and indirect problems in the wireless 
TSN research trend.

Conclusion
This article discussed the need for 
accurate clock synchronization in 
high-performance wireless networks 
with TSN capabilities. We began the 
article by stating the requirements of 
wireless TSN and the different com-
pelling applications enabled by high-
performance clock synchronization. 
We presented the various existing 
technologies that can be used to fa-
cilitate synchronization with different 
levels of accuracy, from the microsec-
ond level to less than 1 ns. Finally, we 
showed that the performance of the 
most advanced techniques is enough 
to satisfy the most demanding re-
quirements found in our wireless  
TSN vision.

However, commercial wireless cards 
show a modest adoption of Wi-Sync 
capabilities, and hence the options to 
implement accurate Wi-Sync are re-
duced to custom solutions based on 
programmable HW (i.e., FPGA) plat-
forms. We expect that the 802.11be 
standard (marketed as Wi-Fi 7) and 
the next 5G releases will adopt some 
of the required technologies to en-
able our wireless TSN vision, includ-
ing accurate Wi-Sync, time-aware 
scheduling, scheduling orchestration 
with wired TSN, power-consumption 
optimization, and ultrahigh reliability. 

Finally, we also expect the unification 
of different wired/wireless protocols 
into the TSN technology, leading to 
a communication media‑independent 
TSN paradigm.
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B
uilding energy manage-
ment systems (BEMSs) 
have been successfully ad-
opted as key control units 
for modern structures to 
maintain energy efficiency 

and provide a comfortable thermal en-
vironment for occupants. Recent ad-
vances in information and communica-
tion technology toward “Industry 4.0” 
are enhancing the utility of BEMSs. 
However, challenges, such as how 
to process the exponentially growing 
amount of heterogeneous data gener-
ated in buildings, need to be addressed 

to realize “Building 4.0,” which encom-
passes next-generation smart systems 
that provide user-centric services. In 
this article, we propose BEMS–Edge, 
a framework that integrates seam-
less, real-time information acquisition, 
transmission, interpretation, and ac-
tion in intelligent BEMSs. The primary 
components, including the Internet 
of Things (IoT), cloud/edge comput-
ing, big data analytics, and artificial 
intelligence (AI), converge to create a 
data-driven edge computing fabric of-
fering a range of benefits, such as real-
time data analytics and cost savings. 
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The effectiveness of BEMS–Edge is 
verified by an established, real-world 
BEMS testbed.

The Role and Challenges  
of BEMSs
According to the International Energy 
Agency, buildings were responsible for 
28% of global energy-related carbon 
dioxide emissions in 2018 [1]. Build-
ings’ energy consumption will increase 
due to the necessity to construct more 
homes and offices to accommodate 
the rapid growth of the world popula-
tion. BEMSs are needed in regions with 
harsh climates. Currently, buildings in 
such regions are generally equipped 
with fewer BEMSs, while it is forecast 
that these areas will experience the 
greatest population expansion. Hence, 
the expected growth rates for BEMSs 
are much higher than those of the 
global population. As a result, an effi-
cient BEMS is in high demand to moni-
tor and control a variety of building 
services, including heating, ventila-
tion, and air conditioning (HVAC) and 
lighting, occupant activity detection, 
energy measurement, intrusion/fire 
alarms, and water supplies.

As an essential element of smart 
buildings, BEMSs are designed to 
reduce energy use while meeting re-
quirements such as indoor comfort 
for occupants. Current BEMSs are 
computer-based, automated systems 
designed to support building man-
agement through services. Although 
BEMSs play an important role in man-
aging those services, their operation 
and maintenance are costly and inef-
ficient [2]. Moreover, they are mainly 
based on centralized and static con-
trol via central computers located at 
management stations. For example, 
various classical control techniques, 
such as on/off control, are used, in 
which the process is regulated based 
on a given upper/lower threshold [3]. 
Accordingly, tuning parameters is 
rather cumbersome for on/off control, 
especially for services, such as HVAC, 
that are designed to cope with time-
varying environmental conditions. 
Due to a lack of detailed data for build-
ing states, current BEMSs fail to offer 
real-time data processing [4].

Realizing Intelligent BEMSs 
Toward Building 4.0
Advanced information and communica-
tion technologies have been deployed in 
various industrial fields [5]. They can 
also be exploited toward Building 4.0. 
By improving hardware and operations, 
along with user interaction, Building 4.0 
will create an innovative ecosystem 
and transform the entire industry. This 
innovation will ultimately enhance all 
aspects of essential building phases, 
including system operation and mainte-
nance, as well as user experiences.

Efforts toward realizing Building 
4.0 support the development of emerg-
ing technologies, including the IoT and 
cloud computing. To enhance data 
analytics for BEMSs, the literature dis-
cusses the advantage of introducing a 
cloud-based computing paradigm. This 
arrangement transfers collected sensor 
data to the cloud, where machine learn-
ing is harnessed to generalize overall 
system behavior [2], [6]. In terms of 
implementation, an IoT-enabled smart 
building system is developed, and its 
stability and robustness are confirmed 
[7]. A real-time digital model of an office 
building is created by analyzing building 
information modeling (BIM) and data 
collected from an IoT-enabled sensor 
network [8]. It is verified that the cloud-
based computing paradigm can achieve 
energy savings up to 20% on HVAC in-
stalled in an experimental building [9]. 
Despite the fact that cloud computing 
offers exceptional big data processing 
capability, with increasing quantities of 
heterogeneous building data, it is chal-
lenging for the paradigm to achieve 
real-time results, especially consider-
ing issues such as communication over-
head and network congestion [10].

Motivation
As a distributed computing paradigm 
that brings data computing, storage, 

and network functions closer to end 
users, edge computing has been a 
feasible solution in various fields, 
including 5G networks and smart 
manufacturing [11]. Its development 
is motivated by the following two es-
sential goals:

■■ a framework empowered by edge-
based computing that is realized 
on top of existing BEMSs

■■ a data processing scheme that uti-
lizes collaborative edges located 
near user sites for information 
sharing to reduce the amount of 
data transmitted to the cloud while 
improving data analytics.
The primary aim of this article is to 

explore new research opportunities 
in utilizing edge computing in BEMSs. 
BEMS–Edge is proposed to provide a 
data-driven edge computing fabric: in-
network computing edges that provide 
an intermediate function, including 
the network proxy and data process-
ing, between the cloud and massive 
sensors. The main contributions of this 
article include the following:

■■ A f ra mework  t hat  p e r for m s 
comprehensive data processing, 
from information acquisition to 
decision making, is proposed. 
Edge intelligence that utilizes AI is 
introduced to enhance the data-
driven analytics.

■■ Hybrid edge–cloud analytics para-
digms for BEMS–Edge are studied. 
These paradigms assign distinct 
roles to the edges and cloud to 
achieve data-driven processing that 
meets BEMS service requirements.

■■ Verification based on a real-world 
BEMS testbed demonstrates that 
BEMS–Edge can achieve satisfac-
tory data analytics in real time.

Overview of BEMS–Edge
As a fundamental framework for realiz-
ing Building 4.0, BEMS-Edge provides 

Challenges, such as how to process the exponentially 
growing amount of heterogeneous data generated 
in buildings, need to be addressed to realize 
“Building 4.0.”
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an edge computing fabric for intel-
ligent BEMSs to perform comprehen-
sive information processing, which is 
realized on top of a combination of 
software and data communication/
processing hardware.

Vision
Figure 1 illustrates the vision for BE-
MS-Edge. The system improves tra-
ditional BEMSs to achieve seamless, 
real-time information acquisition, 
transmission, interpretation, and ac-
tion. The basic data flow is as follows:
1)	 Sensors in every room collect data 

reflecting building conditions, 
such as temperatures and lumi-
nous intensities.

2)	 The edge aggregates sensor data 
and forwards processed informa-
tion to the cloud for further analyt-
ics and storage. It acts as a gateway  
that supports communication among 

sensing devices through various 
protocols and that can also be used 
for data filtering and analytics. By 
harnessing edge intelligence [11], 
building tasks can be partially or 
entirely processed in the form of 
in-network computing via collab-
orative edges that manage local, 
real-time data. Meanwhile, employ-
ing other available edges and com-
munication gateways can resolve 
issues when designated edges are 
temporarily unavailable due to un-
expected incidents.

3)	 The cloud receives information 
from the edges and analyzes the 
collected data, if necessary. Based 
on the results, it relays actionable 
information to BEMS administra-
tors, which consist of integrated 
machines, programs, and human 
operators. Accurate data analyt-
ics can support BEMSs to achieve 

automatic control over building equip-
ment, while human operators carry 
out regular reviews of system set-
tings to gradually reduce room set 
points, operating times, and ener-
gy consumption [12].

Key Components

Ubiquitous Energy-Efficient Sensing
Ubiquitous sensors that support wire-
less communication have attracted 
increasing attention because of their 
ability to solve issues related to tradi-
tional hard-wired meters, which fail 
to provide sufficient building data 
to BEMSs. However, simultaneously 
operating a large number of sensors 
placed throughout buildings increas-
es BEMS energy consumption, espe-
cially when transmitting data [13]. To 
resolve this, BEMS–Edge conducts 
sensing in an energy-efficient manner 
by applying lightweight messaging 
protocols, such as constrained appli-
cation protocol or message queuing 
telemetry transport.

Meanwhile, using sleep mode for 
certain sensors is a direct approach to 
reduce the energy consumed during 

HVAC Lighting

Sensor
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(2) Sensor Data

(2) Data From Other Edges

(3b) Actionable Information

(3a) Processed
Data

(2) Sensor Data
From Other Rooms

(3c) Control Signal

Office

Machine Room
Deep Learning

Model Data Center
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Ubiquitous Energy-Efficient Sensing Dynamic Human-Centric Control

Hybrid Edge–Cloud Analytics

HVAC Lighting
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Security Metering

Emergency Others

CloudEdge

(3b) Feedback From Users

FIGURE 1 – The BEMS–Edge architecture to enable real-time IoT data analytics.

An efficient BEMS is in high demand to monitor 
and control a variety of building services, including 
heating, ventilation, and air conditioning and lighting.
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long-term monitoring. However, with 
this approach, data analytics might de-
grade due to a lack of valid sensor infor-
mation. Our solution is to utilize an edge 
fabric to learn time series correlations 
within available data and extrapolate 
missing information from the sensors in 
sleep mode [14]. In this scheme, a deep 
autoencoder built on a long short-term 
memory (LSTM)-based, sequence-to-
sequence structure is applied as the 
core of the data analytics at the edge 
fabric. LSTM is empowered by differ-
ent cell states and gates capable of cap-
turing underlying correlations among 
time series sensor data. The obtained 
complementary information can be 
processed at the same edge for a given 
BEMS application, e.g., hotspot detec-
tion. The output of each edge is aggre-
gated to the cloud to infer an overall 
building status.

Hybrid Edge–Cloud Analytics
The proliferation of the IoT has cre-
ated concerns about how to process 
big data, especially for BEMSs that 
generate massive amounts of redun-
dant sensor information. As indicated 
previously, delays caused by transfer-
ring these data to the cloud and wait-
ing for control feedback are a critical 
concern for establishing intelligent 
BEMSs. It is important to integrate the 
advantages of cloud and edge comput-
ing to provide satisfactory data ana-
lytics with minimum response times. 
Emerging edge intelligence leveraging 
AI can enhance analytics by execut-
ing deep learning training and infer-
ence phases at edges in the vicinity of 
end users. As an analytical tool, deep 
learning involves the generation of a 
model by learning correlations and 
dependences among data. The model 
is used to forecast intended knowl-
edge by analyzing sensor data. To 
cope with changes in sensing environ-
ments, it is necessary to update the 
model by analyzing the most recent 
information stored at an edge through 
a given period.

Dynamic User-Centric Control
Meeting requirements for user-cen-
tric control is crucial for BEMSs. In 
this article, the term control refers to 

decision-based actions. For instance, 
based on the results of real-time 
data analytics, electric loads can be 
dynamically controlled according to 
system usage patterns and building 
environment statuses. In addition to 
models based on BIM and informa-
tion from sensors, BEMS control can 
be supplemented with a human-in-
the-loop (HITL) approach, which in-
tegrates human factors into the data 
interpretation and action process [15]. 
The HITL method captures the knowl-
edge of the users themselves to sup-
port an intelligent dynamic control 
scheme. Users can be BEMS experts, 
local administrators, and even occu-
pants, who are vital participants in 
BEMSs. A typical HITL application is 
user trajectory prediction. This can 
control building equipment based on 
an area’s status. In cooperation with 
hotspot detection, BEMSs adjust the 

air conditioning in crowded areas 
where low-thermal-comfort statuses 
are registered.

Capabilities of BEMS–Edge
BEMS–Edge is expected to provide 
various enhanced capabilities to tack-
le potential challenges of implement-
ing Building 4.0. Figure 2 summarizes 
the key benefits of BEMS–Edge com-
pared with the capabilities of two 
similar BEMS schemes.

■■ Current BEMSs: These are connect-
ed to a central computer terminal, 
where the status of building sys-
tems is statically controlled based 
on rules defined in advance.

■■ BEMS–Cloud: Sensors are deployed 
for building status monitoring, 
while collected sensor data are for-
warded to the cloud for analytics. 
Based on the results, administra-
tors control services [2], [6].

Low Cost

Low Energy

Low Latency

Data Analytics

Dynamic ControlDynamic Control

Strong PrivacyStrong Privacy

Current BEMSs BEMS–Cloud BEMS–Edge

FIGURE 2 – A comparison of different BEMS capabilities.

By improving hardware and operations, along with 
user interaction, Building 4.0 will create an innovative 
ecosystem and transform the entire industry.
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Cost
For BEMS–Cloud and BEMS–Edge, 
integrating IoT technologies reduces 
system installation and operation 
costs. Moreover, from the perspective 
of system diagnostics, by analyzing 
regularly collected sensor data, main-
tenance costs are lower than those of 
current BEMSs, which require peri-
odic inspections due to sensing and 
control limitations [6].

Latency
Current BEMSs and BEMS–Cloud need 
to send collected sensor data to a cen-
tral computer terminal or the cloud 
and wait for control information from 
administrators. On the other hand, for 
BEMS–Edge, since data analytics can be 

performed at edges near buildings, the 
latency can be significantly reduced.

Data Analytics
Although BIM models are constantly 
being developed and upgraded, cur-
rent BEMSs fail to provide satisfactory 
data analytics due to a lack of real-time 
building information [4]. BEMS–Cloud 
guarantees satisfactory analytics with 
the help of the cloud. The aggregation 
of data from different edge partici-
pants in the cloud enables the adop-
tion of more complex deep learning 
models, leading to superior analytics. 
In contrast, BEMS–Edge encounters 
so-called data isolation if analytics are 
independently performed at each edge 
participant. Nevertheless, it has been 

shown that a collaborative edge can 
produce analytics comparable to those 
achieved by centralized cloud servers, 
while local data privacy is preserved to 
some extent [16].

Dynamic Control
Current BEMSs are not designed specifi-
cally for dynamic and diverse building 
management. BEMS–Cloud changes 
this by utilizing real-time sensor data; 
however, latency is a critical issue for 
services requiring prompt control. 
By conducting real-time analytics 
at edges, BEMS–Edge offers user-
centric control with adaptability to 
occupant behavior and changes to 
building layouts.

Energy Consumption
BEMS–Edge, powered by AI, can achieve 
accurate and dynamic control over 
building equipment to reduce energy 
use. It can further lower network-
ing equipment energy consumption 
by transmitting aggregated data to 
the cloud.

Privacy
Although BEMS–Cloud uses the cloud 
to analyze sensor data to achieve ac-
ceptable analytics, it also increases 
risks associated with data leaks. BEMS– 
Edge eases this concern by process-
ing private information via edges lo-
cated in or near buildings as much 
as possible.

Paradigms of Hybrid Edge–Cloud 
Analytics for BEMS–Edge
Figure 3 illustrates four hybrid edge–
cloud analytics paradigms expected to 
be used in Building 4.0. Here, event-driv-
en BEMSs are designed to detect inci-
dents from collected sensor data and re-
act to them based on user requirements.

Paradigm 1: Analytics in the Cloud
For BEMS services designed for se-
curity and safety, providing accurate 
information about emergencies is the 
priority. Taking fires and evacuations 
as an example, BEMSs are required 
to produce valid information about 
where the flames are, the status of 
egress routes, additional hazards, and 
so on [17]. Analytics in the cloud are a 

(a) (b) (c)

(d)

In-Network Computing
Via Edge Intelligence

• Data Sharing
• In-Edge Collaborative Training
  and Inference

a a

a

a a
f f

a
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Data Filtering Function Data Analytics Functionf a

FIGURE 3 – Hybrid edge–cloud analytics paradigms for BEMS–Edge. (a) Analytics in the cloud. 
(b) Filtering at the edge. (c) Analytics at the edge. (d) Analytics at collaborative edges.

By harnessing edge intelligence, building tasks can 
be partially or entirely processed in the form of in-
network computing via collaborative edges that 
manage local, real-time data.
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solution for obtaining reliable informa-
tion by conducting aggregated analyt-
ics. To support this, sensor data are 
forwarded to the cloud via edges for 
communication among devices with 
different protocols.

Paradigm 2: Filtering at the Edges, 
Followed by Analytics in the Cloud
If all BEMS services are implemented 
through analytics in the cloud, IoT 
network energy costs and delays will 
be critical due to the data volume that 
must be transferred. Filtering at the 
edges moderates this issue because 
it does not directly upload all the in-
formation to the cloud. The filtering 
can be a simple removal of erroneous 
sensor data or an advanced process 
that creates clusters based on col-
lected information that are sent to the 
cloud for outlier detection [18]. Since 
the edges fuse sensor data to some 
extent, the data volume transmitted to 
the cloud can be reduced. This para-
digm is designed for BEMS services 
that require cloud services, such as 
smart metering, in which the cloud is 
used to coordinate distribution grid 
operations [19].

Paradigm 3: Analytics at the Edges
To reduce the information volume 
sent to the cloud, in this paradigm, all 
relevant sensor data are analyzed at 
the edges, with a data analytics func-
tion. Contrary to filtering at the edge, 
in which preprocessed results must 
be sent to the cloud for further anal-
ysis, analytics at the edge send only 
actionable information, such as the ID 
of a sensor that detects an anomaly, 
to the cloud as a notification to the 
administrators. Thus, latency can be 
significantly reduced. Analytics at 
the edge can be applied for services 
that require prompt responses. Tak-
ing HVAC control as an example, an air 
conditioner may take 10 min to cool a 
room that is too warm. Hence, it is vi-
tal to rapidly and accurately identify 
hotspots to maintain a comfortable 
environment [20]. Compared with 
emergency BEMS cases, raw building 
data do not have to be sent to the ad-
ministrators via the cloud in real time. 
Instead, it is reasonable to execute 

data processing at the edges to reduce 
transmission congestion while achiev-
ing acceptable analytics.

Paradigm 4: Analytics at 
Collaborative Edges
As a complement to cloud computing, 
analytics at collaborative edges obtain 
data from neighboring edges to miti-
gate data isolation. Edge collaboration 
can incorporate in-network computing 
to achieve superb analytics while re-
ducing the amount of private informa-
tion that is exchanged. In summary, in-
network computing breaks down into 
the following key elements:

■■ Data sharing: Collaboration en-
ables authorized data sharing from 
edges located in different building 
areas and even from management 
systems that control various equip-
ment. Shared data can be used for 
processing by deep learning mod-
els installed at the edges.

■■ In-edge collaborative training and 
inference: To enhance data analyt-
ics, collaboration calls for edge 
participants to optimize the train-
ing parameters of a machine/deep 
learning model. Additionally, this 
enables dynamic selection of the 
parameter/coordinator server to 
facilitate the training process, in 
which cloud involvement is no lon-
ger mandatory.

Real-World Testbed for 
Evaluation

Setup
A testing environment is established 
inside an office building in Osaka, Ja-
pan. Sensor placement information 
is provided in Figure 4, where 34 in-
struments (T&D RTR-500 series) are 
deployed to collect temperature data 
within an area of 1,800 m2. Data for two 
months are collected at an interval 

E1

E2

E3

E4

Sensor EdgeE# Area Covered
by the Respective Edge

FIGURE 4 – The sensor deployment environment.

The proliferation of the IoT has created concerns 
about how to process big data, especially for BEMSs 
that generate massive amounts of redundant sensor 
information.
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of 30 min. Note that selection of the 
interval depends on how a building 
is used. Four edges are employed to 
process information obtained from an 
equal number of areas. In particular, 
the testbed focuses on 1) hotspot de-
tection and 2) user trajectory predic-
tion, as illustrated in Figure 5. Hotspot 
detection, which is a key component 
for HVAC control, determines whether 
the sensors detect the hotspot areas 
by analyzing data from nearby devic-
es. For each time stamp, the status of 
all the sensors is assessed to score the 
hotspot detection accuracy. Based on 
the result, a BEMS administrator can 
specify an abnormal area and control 
the air conditioners there.

For user trajectory prediction, Blue-
tooth Low Energy (BLE) beacon sensors 
(Sanwa MM-BLEBC1) act as reference 
devices that send wireless signals to 
points (see Figure 5) users might walk 
through every 0.5 s. Due to the inappli-
cability of GPS in indoor environments, 

we use BLE as the source of the wireless 
signals to analyze the received signal 
strength indicator (RSSI) for trajectory 
prediction: when a user walks between 
two points, his or her mobile phone re-
ceives RSSI signals from the beacon sen-
sors, and it sends collected RSSI data to 
surrounding edge nodes to predict his 
or her trajectory.

Hotspot Detection
Figure 6 graphs the performance of 
different hybrid edge–cloud analyt-
ics paradigms. Regarding the trans-
mitted data volume, analytics in the 
cloud need to send all information to 
the cloud for aggregated processing, 
while filtering at the edge reduces 
the amount by sorting information in 
advance. The accuracy of detecting 
anomalies in sensor data depends on 
the use of the edge and cloud for pro-
cessing, and hence, analytics in the 
cloud achieve the best performance 
because they are centralized. Two 

hybrid edge–cloud paradigms, deep 
reinforcement learning (Edge-DRL) 
[10] and plug-and-play learning (PPL) 
[21], are introduced for comparison. 
For Edge-DRL, model training and 
data analytics decision making are 
executed at the edges. Due to the lim-
ited local data pool at each edge for 
model training, the prediction accu-
racy obtained by Edge-DRL is limited. 
To resolve this, PPL and analytics at 
the edge offload model training to the 
cloud. Analytics at the edge excel at 
prediction accuracy due to the adop-
tion of deep learning techniques, from 
which correlations among the mas-
sive amounts of data collected from 
multiple sensors in different areas are 
learned, while PPL uses other tradi-
tional algorithms suitable for training 
small data sets.

However, analytics at the edge fail 
to detect some hotspots due to the 
limited information resources avail-
able at an independent edge, at which 
data are collected from sensors in 
specific areas. Analytics at collabora-
tive edges obtain data from neighbor-
ing edges to resolve this limitation. It 
is worth noting that the analytics time 
for these two paradigms, which are 
tested on a Raspberry Pi 2 Model B, 
is shorter than 1 × 10−3 s, which is ac-
ceptable for real-time BEMS hotspot 

A collaborative edge can produce analytics 
comparable to those achieved by centralized cloud 
servers, while local data privacy is preserved to 
some extent.

1) Hotspot Detection

2) Trajectory Prediction

Localize the occupants to assess area/room use.

Specify the hotspot area where occupants
may feel thermally uncomfortable.

Edge Sensor Point

A

BC

FIGURE 5 – The example BEMS use cases.
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detection. The communication ex-
pense is also simulated for each par-
adigm in terms of the Amazon Web 
Services IoT Core data publishing 
cost, based on the May 2021 rate in 
the Tokyo region. For our established 
testbed, the monthly cost of analyt-
ics at collaborative edges is US$1.40, 
compared to US$18.40 for analyt-
ics in the cloud. For the Tokyo Sta-
tion locale (with a total floor area of  
700 ha), a large business district with 
multiple commercial buildings with 
BEMSs, the estimated monthly cost 
of analytics at collaborative edges is 
US$420, while analytics in the cloud 
cost US$5,460.

Trajectory Prediction
This evaluation focuses on the use of 
analytics in the cloud and analytics at 
collaborative edges since these para-
digms are expected to achieve satis-
factory data analysis for life-saving 
services, such as emergency evacua-
tions. To explore the underlying cor-
relation among RSSI signals, analyt-
ics in the cloud data processing is 
based on a cloud-based computation, 
while analytics at collaborative edges 

utilize in-network computing edges to 
train a deep learning model with sen-
sor data. Our results demonstrate that 
analytics at collaborative edges at-
tain competitive performance against 
analytics in the cloud in terms of user 
trajectory accuracy; i.e., in general, 
they achieve real-time (the calcula-
tion time is shorter than 1 × 10−3 s), 
four-point trajectory prediction with 
an accuracy of more than 80%. It is 
worth noting that they provide data 
analytics in the proximity of BEMS 
users without sharing private infor-
mation to the cloud. Furthermore, by 
introducing data obfuscation based 
on differential-f  privacy [22], users’ 
locations can remain private.

Conclusion
In this article, BEMS–Edge, with a data-
driven edge fabric facilitating intelli-
gent BEMSs, was proposed for Building 
4.0. By incorporating the IoT, cloud/
edge computing, and AI, the system 
enhances BEMSs in terms of costs, la-
tency, and data analytics. Four hybrid 
edge–cloud analytics paradigms were 
studied to meet the requirements of 
event-driven BEMS services. A BEMS 

testbed was established in a commer-
cial building to evaluate the effective-
ness of BEMS–Edge in two use cases. 
The results demonstrate that BEMS–
Edge can achieve satisfactory data an-
alytics for hotspot detection and tra-
jectory prediction. A future research 
direction is to upgrade BEMS–Edge 
to support dynamic data processing, 
e.g., analyzing information provided 
by occupants’ mobile devices.
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D
igital electronics has be-
come a standard for con-
trolling electrical systems.  
This is due to the con-
stant improvement of the 
digital devices, whether 

in terms of density, performance, flex-
ibility of use, or cost reduction [1]. 
This article looks into system-on-chip 

(SoC) field-programmable gate array 
(FPGA) for controlling complex elec-
trical energy systems. These devices 
encompass multicore floating-point 
microprocessors embedded with stan-
dard peripherals and an FPGA fabric 
that allows the design of custom pe-
ripherals and specific hardware (HW) 
accelerators. Thus, SoC FPGA devices 
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can be regarded as a good compromise 
between “super” microcontrollers 
(very fast in terms of computation but 
with a fixed microarchitecture) and 
pure FPGAs (ideal for specific concur-
rent microarchitectures but limited in 
terms of density).

SoC FPGA architectures are dis-
cussed and compared with state-of-
the-art digital signal processor (DSP) 
controllers, since they can also be 
qualified as SoC devices as they are 
integrating floating-point micropro-
cessor cores and substantial periph-
erals. The main differences between 
these two groups of devices lies in the 
opportunity offered to the designer by 
the SoC FPGAs to customize the SoC 
device via its internal FPGA fabric. 
Two case studies demonstrate that 
with SoC FPGAs one can go beyond 
standard control by introducing new 
auxiliary functions that enhance mar-
ket competitiveness. The first applica-
tion concerns a fuel cell (FC) hybrid 
electric system controlled by passivi-
ty-based power management associat-
ed with an aging prognosis algorithm. 
For this application, it is shown that 
the time and cost constraints justify 
the use of a soft processor core to im-
plement the controller.

The second application concerns 
the maximization of the electrical 
power production of a photovoltaic 
(PV) field operating in mismatched 
conditions through the dynamic re-
configuration of the PV modules. This 
application allows us to illustrate the 
ability of SoC FPGA to solve a complex 
optimization problem in a time that 
is so short that the PV field operating 
conditions can be considered as con-
stant. Second, it shows the benefits 
of implementing C/C++ high-level syn-
thesis (HLS)-based HW accelerators 
by significantly simplifying the design 
space exploration phase.

Finally, to generalize the lessons 
learned from these case studies, we 

present an analysis of recent and in-
spiring controllers for complex elec-
trical energy systems from which 
key principles for designing the next 
generation of SoC FPGA-based smart 
controllers are derived. 

Embedded Digital Controllers and 
SoC: Evolution and Trends
Due to their ability to execute control 
algorithms of ever increasing com-
plexity in a very short time, using 
cheap components, digital control-
lers took preference over the analog 
ones. Microcontrollers and DSPs are 
used [2], however, FPGA-based con-
trollers also have some advantages 
[3]. DSPs and microcontrollers are 
flexible (C-based programming), low 
cost, and with a highly performing 
floating-point arithmetic logic unit. 
DSP controllers integrate a high num-
ber of peripherals, all well-fitting with 
the control of power electronics and 
drives. The main disadvantage of such 
devices is that they are based on a 
fixed microarchitecture that prevents 
the concurrent execution of tasks 
that could be executed in parallel. 
This significantly limits their timing 
performance, leading to the introduc-
tion in the controller of one sampling 
period delay that reduces the control 
system’s bandwidth and introduces 
more chattering into direct control of 
power converters.

Initially designed as a simple fab-
ric of lookup tables and flip-flops, 
FPGAs then integrated DSP units and 
memory banks and lately the end 
user has been able to easily synthe-
size 32-b reduced-instruction-set 
computer (RISC) processors within 
the FPGA fabric [4]. FPGAs are attrac-
tive for controlling industrial systems 
mainly because they allow the design 
of dedicated controllers that are the 
“hardware copies” of the source con-
trol algorithms, thus including the 
entire potential parallelism of these 

algorithms and, as a consequence, ac-
celerating significantly their real-time 
executions. FPGAs can also handle 
the control of systems with a high 
number of inputs–outputs (I/Os), such 
as multilevel converters. Indeed, the 
parallelism can be inside the control 
algorithm and it can be intrinsic to the 
system to be controlled, like for multi-
phase motors. As no additional delay 
is introduced, the FPGA-based con-
troller increases the bandwidth of the 
designed control loops, thus they are 
ideal for the direct control of power 
converters [3], including power elec-
tronics using the recently introduced 
wideband-gap power switches that 
are commonly driven with a switching 
frequency above 100 kHz [5]. Compu-
tational demanding algorithms like 
model predictive control are also good 
candidates for FPGA-based implemen-
tations because of their parallelized 
and highly pipelined architecture [6]. 
The main drawbacks of FPGAs are the 
lack of performing internal analog-to-
digital converters (ADCs) and limited 
size, which make floating-point arith-
metic architecture design problem-
atic. However, Intel has introduced 
an FPGA with 32-b floating-point DSP 
units [7]. 

SoC devices were introduced around 
a decade ago, mainly due to the ben-
efits brought to mobile phones and, 
more recently, to the Internet of 
Things (IoT) [8]. They also impacted 
control applications because of their 
impressive computational power; the 
parallelism of the computing tasks 
can also be obtained by running sev-
eral tasks simultaneously on different 
processor cores, with the possibility 
to also embed a real-time Linux oper-
ating system (OS). Thus, SoC can help 
expand the domain of traditional con-
trol algorithms (Figure 1) and brings 
convergence between the worlds of 
DSP controllers and FPGAs.

The Texas instrument dual Delfino 
device [9] [see Figure 2(a)] represents 
a natural SoC evolution of traditional 
DSP controllers. It is based on dual 
32-b floating-point DSP cores, with al-
ways more peripherals and dedicated 
arithmetic units like a Viterbi complex 
math unit and a trigonometric math 

One of them is the opportunity to enlarge 
significantly the size of the electrical energy systems 
to manage.
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unit (TMU), which can be regarded as 
specific HW accelerators [Figure 2(a)]. 
With the TMU, a Park’s transformation 
can be executed in about 100 ns, com-
parable to what can be achieved with 
an FPGA. Also, parallel computing is 
now possible since four tasks can be 
executed simultaneously, one on each 
DSP core and one in each of the two 
control law accelerators (CLA) cores. 
So, its clock frequency is 200 MHz 
but, because it is a multicore archi-
tecture, it can reach up to 800 million 
instructions per second. CLAs allevi-
ate the DSP cores of low level but very 
time-constrained tasks, like an FPGA 
current/voltage controller would do. 
Most insulated-gate bipolar transistor-
based inverter switching control func-
tions in the 10-kHz frequency range 
can, therefore, be achieved.

SoC FPGAs (Xilinx Zynq, Intel FPGA 
Arria 10, or Intel FPGA Cyclone V de-
vices [7]) include a dual-core ARM A9, 
along with powerful coprocessors like 
the single instruction, multiple data 
NEON, a set of peripherals to commu-
nicate with other boards, and highly 
performing FPGA fabric [Figure 2(b)]. 
The latter offers the designer the pos-
sibility to add custom peripheral and/
or specific HW accelerators adapted 

to a given application. The 32-b ARM 
A9 microprocessors are intended to 
run a powerful OS-like embedded 
Linux. However, these processors 
can also be used for bare metal ap-
plications that are more adapted to 
standard control solutions for elec-
trical systems. Running at 667 MHz, 
they feature high computing power 
and high-quality internal buses used 
for controlling either a simple periph-
eral via its internal registers or for ex-
changing a stream of data at high rate 
with an FPGA-based HW accelerator 
[10]. SoC FPGA components can easily 
implement 32-b RISC processor cores 
within the FPGA fabric (MicroBlaze 
for Xilinx, NIOS II for Intel/Altera, and 
ARM Cortex-M1 or -M3 [11]). These 
features offer huge flexibility to the 
designer who can, thanks to the FPGA 

fabric, integrate specific peripherals 
and/or HW accelerators plus addition-
al 32-b RISC processor cores into the 
SoC architecture. Table 1 summarizes 
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FIGURE 1 – A schematic showing the abil-
ity of each device technology to handle an 
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SoC FPGA can make significant contributions to 
the key developments in complex electrical energy 
systems, especially those including renewable 
generators and those employing hydrogen 
technology.
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pros and cons of the different types of 
SoC devices.

Case Studies

Control, Estimation, and Prognosis  
of a Hybrid FC System
Because of their large number of com-
ponents like proton-exchange mem-
brane FCs (PEMFCs), electrolyzers 
associated with hydrogen tanks for 
long-term storage [12], PV arrays, and 
power converters, and because of 
emerging possibilities in terms rein-
forcement of reliability offered by mul-
tistack FCs and interleaved converters 
[13], modern FC hybrid power systems 
can be considered very complex. To 
cope with this complexity, control-
lers are rapidly evolving by including 
always more new functionalities such 
as power sharing [14], impedance 
spectroscopy for data-based diagno-
sis [15], prognosis and fault system 

control [16], as well as weather and 
power consumption forecasting.

With SoC FPGAs, the HW processor 
cores and the FPGA fabric are tightly 
coupled for such control of complex 
electrical systems, so that the data 
communication is achieved with low 
latency. Therefore, one critical point 
that needs attention is the priority 
interrupt management. A vectored in-
terrupt controller (VIC) integrated in 
the soft-core processor NIOS II (Intel/
Altera) or hard-core processors ARM 
Cortex-R and M is mandatory to en-
sure the lowest interrupt latency and 
constant low jitters for real-time ap-
plications, compared with general 
ARM Cortex-A [17]. Thanks to the VIC 
unit of the Cortex-R5 of Xilinx Zynq 
UltraScale+, this powerful component 
is ready to handle critical real-time 
applications and, due to the integra-
tion a quad-core Cortex-A53, it is also 
highly adapted to high computing 

applications. However, considering 
the reduction of the costs, a soft-core 
processor solution, such as the NIOS 
II, may sometimes be a better option 
than using an oversized SoC FPGA due 
to its interesting properties: low inter-
rupt latency and HW adaptability to 
the system to be controlled.

A proof of concept system, shown 
in Figure 3, was implemented to vali-
date the performance of an SoC FPGA-
based smart controller for a hybrid FC 
system composed of a FC stack and 
supercapacitors. It is worth mention-
ing that this plant is emulated in the 
DS1006 and DS5203 dSPACE boards 
[14]. All the corresponding blocks in 
Figure 3 are in solid blue lines. The 
modules related to the SoC FPGA-
based controller are shown in solid 
red lines in Figure 3. Among them, 
the FC control and prognosis algo-
rithms have been implemented in a 
NIOS II on a low-cost Cyclone V board 
(DE1-SoC Intel/Altera). Finally, all the 
modules shown in dashed lines, both 
within the plant or within the SoC 
FPGA-based controller, are not pres-
ent in the current study but can be 
included in future developments, thus 
demonstrating the high level of scal-
ability of the SoC FPGA-based control 
framework presented.

The complete HW/software (SW) 
system represents a hardware-in-the-
loop (HIL) platform to validate the 
algorithms in real time [14]. The SoC 
FPGA architecture is composed of two 
pulsewidth modulation (PWM) units, 
an acquisition unit of six ADCs, and a 
soft-core base on a NIOS II. The algo-
rithms are executed in three interrupt 
service routines (ISR) based on three 
synchronized timer events configured 
with a sampling time equal to 50 μs for 
the current loops and PWMs, 500 μs 
for the power management, and 1 s for 
a prognosis and health management 
(PHM) algorithms. The three ISRs use 
vectorized interrupts with a highest 
priority (0) for the current controllers 
(ISR0) and then priority 1 for the pow-
er management module (ISR1). The 
computation times are equal to 7.20 μs, 
9.84 μs, and 117 μs, respectively [14].

Figure 4 shows all the main data 
computed in the emulated system 

TABLE 1 – THE ADVANTAGES AND DISADVANTAGES OF THE DIFFERENT DIGITAL TECHNOLOGIES.

CRITERIA DSP/nC FPGA SoC DSP SoC FPGA

Algorithmic perspective
�Algorithm complexity 
management

       

�Rapidity, possibility of 
parallelism

   
(HW parallelism: 
concurrency & 
pipeline)

 
(Multicores 
SW 
parallelism)

 
(both HW & SW 
parallelism)

�Accuracy (floating-point 
capability)

      SW:   
HW: 

Connectivity
Analog interface (ADC, 
DAC)

       

Digital interface (number 
of I/Os)

       

Embedded peripherals        

Embedded OS (Internet 
access,…)

       

Flexibility of use
Coding facilities        

Microarchitecture 
adaptation, SW processor 
core implementation, 
obsolescence risk reduction

       

Learning curve        

Cost

Score:  bad,  medium,  good,  very good. DAC: digital–analog converter.

Despite a number of limitations, SoC FPGA is one 
of the most promising digital technologies for 
implementing smart controllers.
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(blue curves) and in the NIOS II pro-
cessor (red curves); these colors cor-
respond to those chosen in Figure 3. 
Aging ( )ta  of the PEMFC, which has 
been emulated in the FC model, is 
estimated online kat^ h6 @  by the PHM 
algorithm (here an extended Kal-
man filter) [14], [18]. The FC safety 
dynamic module computes the maxi-
mum FC current i kmaxfc^ h 6 @ value that 
must not be exceeded. Notice that 
the FC current ifc is well controlled by 
the SoC FPGA-based controller since 
it does not exceed the defined maxi-
mum current fixed to 80% of i kmaxfc^ h 6 @ 
[see Figure 4(d)]. This means that both 
the speed of degradation ( )tb  [see 
Figure 4(j)] and the aging ( )ta  [see Fig-
ure 4(i)] are well estimated by the ob-
server implemented within the NIOS II 
soft-core processor [14].

Moreover, as the current controllers 
and peripherals implemented within 
the FPGA fabric (PWM, ADC) need 
to be tightly coupled, it appears that 
the soft-core processor is a valuable 
option to provide deterministic inter-
rupt, minimum jitters, many possibili-
ties of evolution, and it reduces the 
risk of obsolescence. 

Dynamic Reconfiguration of  
PV Modules
Shadowing significantly affects PV 
arrays electrical power production 
and may lead to the conduction of 
the modules bypass diodes. Conse-
quently, more than one maximum 
power point appears in the string 
power versus voltage (P-V) and cur-
rent versus voltage (I-V) curves [19]. 
Depending on the actual shadowing 
pattern, the adoption of a system 
permitting change in the electrical 
connections among the PV modules 
through a suitable switching matrix 
[20] is useful. The reconfiguration 
has to be performed dynamically, 
because the shading pattern changes 
during the day, and in a short time 
interval during which the irradiance 
level received by the PV cells does not 
change significantly.

In [21], a theoretical analysis of 
the problem was proposed, and in 
[22], an evolutionary algorithm (EA) 
aimed at dynamically determining the 

best electrical configuration of the PV 
modules in a plant formed by more 
strings was presented.

Figure 5 shows a fixed shadow 
affecting the PV array and two EA 
individuals, each corresponding to 
a specific electrical connection of 
modules, to form the two parallel con-
nected strings. The green P-V curve 
corresponds to the static connection, 
showing a peak power lower than 
the one the EA determines and cor-
responding to the configuration with 
blue P-V curve.

The conjoint HW/SW SoC FPGA-
based implementation [23] (Figure 6) 
consists of the core of the EA, imple-
mented in SW on a bare metal ARM 
A9 core, and of the fitness function 
instances that are executed in a cou-
ple of dedicated intellectual property 
(IP) modules within the FPGA fabric. 
The 12-b fixed-point representation 
ensures a good tradeoff between the 
FPGA fabric-consumed area and the 
loss of accuracy, which is less than 
1% than the reference case based on 
a 32-b floating-point representation. 
The fitness function IP module is writ-
ten in C++ and the architectural design 
space is explored by using the HLS ap-
proach [24]. HLS allows to design the 
HW accelerator through high-level 
languages, for example, C/C++, by gen-
erating production-quality register 
transfer level (RTL) code that is op-
timized for the targeted FPGA. The 
synthesis process transforms automati-
cally a C/C++ source code in an HW 
description language such as VHDL or 
SystemVerilog. HLS accelerates veri-
fication time over RTL by raising the 
abstraction level for FPGA HW design. 
HLS designs are typically verified at 
a speed that is orders of magnitude 
faster than RTL ones. The algorithm 
is preliminary optimized to put into 
evidence the subroutines to be run in 
parallel and, by using a counting sort 
algorithm, permits saving up to 80% 

of computation time with respect to 
the use of a standard bubble sort 
algorithm. The reduction in the size 
of the fixed-point divider leads to a 
20% reduction in the latency of the 
fitness function.

Two practical cases, with 100 and 
25 samples per module I-V curve, re-
spectively, were implemented on the 
low-end, Zynq-based board (Zybo 
from Digilent) at an FPGA clock fre-
quency of 125 MHz. The PV field has 
24 modules divided in two parallel 
connected strings. The EA runs on 
a population of 48 individuals, for a 
maximum of 100 generations. The 
experiments revealed that, if 100 
samples per curve are used, two fit-
ness function HW accelerators can 
be integrated in parallel in the FPGA 
fabric. For the 25 samples per curve 
case, three IPs modules can be em-
bedded. The acceleration rate for the 
100 sample case is of 2.46 compared 
to an optimized full SW implementa-
tion based on a bare metal ARM A9 
core running at 667 MHz, thus leading 
to a total execution time of 13.218 s.  
By comparison, the acceleration rate 
for the 25 sample case is of 2.80, with 
a total execution time of 2.374 s.

The Next Generation of Smart 
Controllers for Electrical  
Energy Systems
The electrical energy sector in Europe 
will be pushed by the European Union 
(EU) Green Deal [25] and the EU Re-
covery Plan [26], also in view of its 
integration with other energy sectors 
[27], [28] and with digital technologies 
for achieving the decarbonization goal. 

We now discuss the significant con-
tributions SoC FPGA can bring to the 
key future developments of renewable 
generators and hydrogen technology 
using the two applications presented 
in the previous section. SoC FPGA will 
facilitate meeting the EU expectations 
and targets in other fields, such as 

SoC FPGA devices are not only able to manage 
complex algorithm online processing, but they can 
also help to accelerate their execution.
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battery management and diagnostic 
systems (see, for example, [29], [30]).

Monitoring and diagnostic func-
tions will benefit from the decentral-
ized high computational potential SoC 
FPGAs offer, enabled by the use of the 

model-based approach for PV systems 
[31] and even by running data-driven 
approaches (for example, [32] for FC 
applications and [33] for PV systems).

The smart power management 
area will also profit from SoC FPGAs, 

especially by introducing the con-
troller digital twins (DTs) of the used 
static power converters. DTs have sev-
eral benefits such as the possibility to 
make online diagnosis [34] or to study 
in detail the power losses of a complex 
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structure like a modular multilevel 
converter (MMC) [35]. Finally, the 
optimized economic dispatching of a 
microgrid is a good example of the on-
going mutation in terms of control al-
gorithmic needs for modern complex 
electrical energy systems [36].

These recent works are good il-
lustrations of what could be the next 
generation of smart controllers for 
complex electrical energy systems. 
Beyond the standard control func-
tions (still implemented), these smart 
controllers will also include additional 
tasks like diagnosis, fault tolerant ca-
pabilities, optimization of the energy 

flow, and/or economical dispatching. 
These new functionalities can be gath-
ered under the generic name of smart 
monitoring, and it is worth analyzing 
their impact on the architecture of 
smart controllers.

In complex electrical energy systems, 
the first task for smart controllers 
is to collect and aggregate the mea-
surements coming from all internal 

subelements. An analysis of referenc-
es shows that three approaches are 
possible to cope with this problem. A 
typical approach is to use a standard 
serial communication like controller 
area network bus [29] between the 
low-end microcontroller that is in 
charge of the monitoring of a given cell 
and the centralized SoC FPGA-based 
smart controller. A second solution 
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FIGURE 6 – The HW/SW implementation of the PV dynamic reconfiguration algorithm.

SoC FPGAs also offer a high level of flexibility in 
terms of microarchitecture.
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is to use a wireless connection (Wi-Fi 
or Bluetooth) [30], [31], since it offers 
more flexibility and scalability than a 
classical serial wired communication. 
Finally, a more radical approach is to 
integrate all the necessary front-end 
analog resources needed to measure 
and collect the data coming from the 
cells in an application-specified inte-
grated circuit like that in [32], which 
also integrates the SoC FPGA-based 
smart controller. This solution is 
highly integrated but very specific 
and costly to design. However, and if, 
as expected, the market of the indus-
trial IoT will be booming, one should 
expect SoC FPGA manufacturers to 
propose that future new devices in-
clude more analog capabilities than 
today. We are already seeing this with 
the Xilinx RF-SoC device, which is de-
voted to the 5G SW radio market [37]. 

The main tasks to be performed 
by the smart controller are diagno-
sis [31], [33], health monitoring [18], 
and energy management [23], [36]. 
Sometimes higher integration is the 
key objective [30], where the smart 
controller performs in parallel both 
battery management system and 
charger functionalities.

Depending on the time scale of 
these smart monitoring tasks, the 
controller has to apply hard real-time 
operating conditions (from microsec-
onds to millisecond, with a full tim-
ing determinism, achieved by timer 
interruptions and with a bare metal 
configuration of the processor to 
minimize the latency) [18], [35], or soft 
real-time operating conditions (from 
seconds to hours when timing deter-
minism is less critical). In this case, 
it is of great importance to execute 
the smart monitoring tasks as pro-
cesses of a real-time OS like an embed-
ded Linux [29], thus profiting from its 
communication facilities. Even when 
hard real-time operating conditions 
are mandatory, it is still possible to 
dedicate one core processor of the 
SoC FPGA to run a Linux OS, while the 
other one is bare metal and devoted 
only to the critical control tasks [38] 
(“asymmetric multiprocessing”).

Regarding the nature of smart mon-
itoring strategies, most are based on 

the simulation of a plant model [29]. 
Some of these approaches require 
an optimization problem that has to 
be solved online [23], [31], [36]. The 
rest of these studies, like those inte-
grating a DT [34], [35], are based on 
estimators or observers [18]. How-
ever, whatever the smart controller 
has to execute, a stochastic optimiza-
tion problem or an embedded DT, the 
computing load is high. Therefore, it 
is interesting to analyze how the HW/
SW partitioning, which consists of 
choosing which parts of the control 
algorithm are implemented in a pro-
cessor and which are implemented in 
an HW accelerator, is conducted; for 
the EA-based optimization, the main 
body of the EA is implemented in SW 
and the fitness function instances 
are implemented as HW accelerators 
[23], [31]. As for estimators and ob-
servers, the HW/SW partitioning is 
usually based on the dynamics of the 
model to emulate; a slow temperature 
estimator is naturally implemented in 
SW, while the battery state-of-charge 
estimator is done in HW [29]. In [35], 
because the submodule estimators of 
the MMCs are prone to parallelization, 
they are placed in the FPGA fabric. But 
in [34], a full FPGA implementation is 
performed, which results as the only 
choice due to the conjoint short dynam-
ics of the emulated power converters 
and the complexity of the stochastic 
models used.

With the progress in machine learn-
ing methods, data-driven approaches 
are increasingly popular for the diag-
nosis of complex electrical energy sys-
tems. They concern classification [32] 
or regression techniques [33], both 
requiring a complex offline training 
process, but the online inference pro-
cess may be relatively simple. How-
ever, in many neural network (NN) 
classification or regression problems, 
the trained NN is fed by new incoming 
data from the plant. This means that, 
unlike [33], the local smart controller 
has to implement an inferred NN. An 
inferred NN, as a simplified version of 
an optimally trained deep NN, has a 
reduced power and latency for meet-
ing edge applications requirements. 
The deep NN is trained offline; then, 

through pruning and quantization 
methods, the groups of artificial neu-
rons that rarely or never fire are re-
moved and the numeric precision of the 
weights is reduced, so that a reduced 
model size and a faster computation 
are achieved at the cost of minimal re-
ductions in predictive accuracy [39]. 
Based on the parallel characteristics 
inherent in such algorithms, an FPGA-
based or GPU-based implementation 
is highly recommended [40].

The preceding overview reveals 
that most smart monitoring applica-
tions are implemented in an SoC FPGA 
device since these heterogeneous 
computing platforms reached very 
good computing performance and 
enable architecture customization 
thanks to the FPGA fabric. With the 
help of a real-time OS like embedded 
Linux, these devices are easily con-
nectable to Internet so they are good 
candidates to handle one of the big-
gest mutations currently experienced 
in digital controllers—the transforma-
tion of the “local embedded control-
lers” into edge computing platforms 
(ECPs). So the aforementioned “smart 
controllers” are not only able to han-
dle locally complex control functions 
and smart monitoring tasks, but they 
can also be part of a larger control 
system that distributes some tasks to 
a remote cloud computing platform 
(CCP). This transformation is directly 
derived from the industrial IoT con-
cept [41]. The distribution of the tasks 
between the ECP and the CCP can be 
seen as an evolution of the embedded 
control concept, with smart monitor-
ing tasks processed locally. However, 
in [33] and [36], a different philosophy 
has been proposed: all the prediction 
tasks are achieved in advance on an 
hourly/daily basis and the ECP only 
has to compare the information re-
ceived from the plant with these pre-
dictions. Thus, the computing load 
is clearly moved remotely into a CCP 
and, as consequence, the ECP can 
remain very light, as in [36], where a 
single DSP chip is sufficient to imple-
ment a decision maker based on sim-
ple tests.

To conclude, the fact that SoC 
FPGA-based ECPs are able to collect 
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data from the cell unit controllers, 
use it locally to execute smart moni-
toring tasks, and interact with a CCP 
where hourly/daily training of NN is 
achieved or where other slow super-
vising and storage tasks are being per-
formed, opens new interesting lines of 
research. One of them is the opportu-
nity to enlarge significantly the size 
of the electrical energy systems to 
manage [36], where the same CCP can 
handle the economic dispatching fore-
casts for several microgrids. The next 
step will be to integrate the possibili-
ties for cooperation between different 
electrical energy systems, but rein-
forcing the security and the privacy of 
the connections between the ECP and 
the CCP will be a concern. Finally, any 
complex electrical energy system can 
be monitored over its entire lifespan 
by sending and storing on a daily ba-
sis relevant data from an ECP to a CCP. 
A lot of effort has to be dedicated to 
this topic as part of the energy IoT 
future research. 

Conclusion
SoC FPGA can make significant con-
tributions to the key developments 
in complex electrical energy systems, 
especially those including renewable 
generators and those employing hy-
drogen technology. We detailed some 
advantages and limitations through 
the two specific applications present-
ed in the case studies. One concerns 
a FC hybrid electric system controlled 
by passivity-based power manage-
ment associated with an aging prog-
nosis algorithm. The other reports 
on the SoC FPGA implementation of a 
control system able to optimize online 
the dynamical configuration of a par-
tially shadowed PV field.

In addition to these two case stud-
ies, we also analyzed in detail a series 
of recently reported results on smart 
controllers for complex electrical 
energy systems, highlighting the im-
portance of the increasing number of 
smart monitoring tasks performed 
by this new generation of controllers, 
for example, diagnosis, prognosis, 
fault tolerant capabilities, optimiza-
tion of the energy flow, and/or eco-
nomical dispatching.

Despite a number of limitations 
like the cost (that is costs higher than 
for other technologies like SoC DSPs), 
a limited analog interface (analog-
to-digital, digital-to-analog), and a 
designer’s longer learning curve for 
optimal use, SoC FPGA is one of the 
most promising digital technologies 
for implementing smart controllers. 
By investigating with care the impli-
cations in terms of implementation 
of these new smart monitoring tasks, 
we showed that SoC FPGA devices are 
not only able to manage complex algo-
rithm online processing (such as an 
EA optimization or a DT), but they can 
also help to accelerate their execution 
by parallelizing into customized HW 
accelerators several computationally 
demanding subtasks like fitness func-
tion calculation.

Furthermore, thanks to their high-
ly performing FPGA fabric, SoC FPGAs 
also offer a high level of flexibility in 
terms of microarchitecture. A good il-
lustration of this is the possibility for 
the designer to add one or more sim-
ple SW core processors, thus relieving 
the device processing system of low-
level time-consuming tasks. 

Finally, we pointed out another im-
portant advantage—the ability of SoC 
FPGA to easily communicate with both 
the system to be controlled, thanks to 
a very large number of I/Os, and the 
remote cloud services, because it can 
easily embed a Linux OS. This makes 
an SoC FPGA-based smart controller 
a high-performing ECP that is able to 
address incoming challenges, in terms 
of complexity and storage, brought on 
by data-driven approaches.
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P ower electronics has ushered 
in a new kind of industrial re­
volution in the 21st century 

because of its important roles in en­
ergy conservation, renewable energy 
systems (RESs), bulk energy storage, 
electric and hybrid electric vehicles, 
and smart grid applications besides 
its traditional role in high-efficiency 
energy systems. Future advances in 
power electronics will occur mainly in 
two directions: wide-bandgap (WBG) 
power semiconductor devices and 
complex smart grid systems.

Power electronics, a well-known 
technology, is concerned with the con­
version and control of electrical energy 
at high efficiency with switching-mode 
power semiconductor devices, and its 
applications include dc and ac power 
supplies, electrochemical processes, 
heating and lighting control, electronic 
welding, power line VAR and harmonic 
compensation, high-voltage dc (HVdc) 
systems, flexible ac transmission sys­
tems (FACTSs), photovoltaic (PV) and 
fuel cell power conversion, solid-state 
circuit breakers, high-frequency heat­
ing, and motor drives. Power electron­
ics is said to have ushered in a new 
kind of industrial revolution because 
of its important role in energy conser­
vation, RESs, bulk energy storage, EVs 
and HEVs, and smart grid applications 
in addition to its traditional roles in in­
dustrial automation and high efficien­
cy energy systems. 

The 21st century is often defined 
as the golden era of power electronics 

after the main technology evolution 
stabilized in the later part of the past 
century, although the momentum of 
technology evolution will continue in 
this century. Often, it is said that power 
electronics has brought 
in the third industrial 
revolution, where the first 
revolution was brought 
by the invention of heat 
engines and the second 
revolution was brought 
by the invention of tran­
sistors. In this century, 
power electronics will 
play significant role in 
the green energy revolu­
tion and help solve the 
problems of global cli­
mate change, which have 
devastating effects on 
our society. As environ­
mental regulations are tightened and 
energy prices increase, power elec­
tronics applications will proliferate 
everywhere—industrial, commercial, 

residential, transportation, aerospace, 
military, and utility systems.

In this article, a brief review of pow­
er electronics evolution and prognosis 
for the future will be given based on 

my knowledge and expe­
rience over the span of 
more than 50 years. Suf­
fice it to say that technol­
ogy prediction is always 
dif f icult because our 
past knowledge can only 
be projected to give a vi­
sion for the future. Any 
new invention may alter 
the course of a technol­
ogy, which has happened 
many times in the his­
tory of power electronics. 
Since I devoted my entire 
life to the field of power 
electronics, my personal 

journey through it will be embedded 
briefly within the contents of this ar­
ticle [9]. Again, it is difficult to give a fu­
ture perspective of this vast field in the 
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MY GRADUATE EDUCATION IN THE UNIVERSITY OF WISCONSIN  
(1958–1960) 
I was selected by the Government of India under the United States Agency for Inter-
national Development Program (then known as the Technical Cooperation Mission) to 
study for an M.S. degree at the University of Wisconsin, Madison. I had to sign a contract 
that after the completion of my studies, I would have to serve in an Indian university for 
a period of three years. The University of Wisconsin had a large industrial electronics 
laboratory, where there were experiments on thyratron dc motor drives, ignitron welding 
controls, high-power polyphase mercury-arc rectifiers, and so on. My research was the 
investigation of line current harmonics with polyphase rectifier loads. In addition to these 
studies, I was given intensive training on engineering education.
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several pages of this article. The areas 
of power semiconductor devices, pow­
er converters, and machine drives, 
which are the main components of 
power electronics, will be covered in 
this article. In addition, some discus­
sion on the role of power electronics 
in the smart grid and 
RESs as well as in cli­
mate change problems 
will also be included.

Classical Power 
Electronics
The history of classical 
power electronics [1] be­
gan at the dawn of 20th 
century (1902) with the 
invention of the glass-
bulb mercury-arc rec­
tifier by the American 
inventor Peter Cooper 
Hewitt. He later modified 
glass bulbs by steel tank 
for higher power. The introduction of 
the grid by Langmuir (1914) permit­
ted conversion as well as control of 
electrical power. Slepian later intro­
duced ignitron converters in 1933. 
The hot-cathode gas tube thyratron 
rectifier was invented by GE in 1926. 
Electrical machines, in fact, have a 
longer history, and many conversion 
and control functions were possible 

with the help of machines. The ad­
vent of machines in the 19th century 
and the commercial availability of 
electrical power started around the 
same time. 

The War on Currents (ac versus 
dc) was started by Thomas Edison 

(1847–1931) and Nikola 
Tesla (1856–1943), but 
history eventually fa­
vored the superiority of 
ac for general industrial 
applications. The era 
of magnetic amplifiers 
( MAs) with saturable 
core re actors  (using 
magnetic materials like 
Deltamax, Supermalloy, 
and so on) started dur­
ing the War on Currents 
and permitted similar 
conversion and control 
functions. The rugged­
ness and reliability of 

MAs proved very important for mili­
tary applications. It is interesting to 
note that E.F.W. Alexanderson of 
GE Corporate Research a nd D eve l ­
opment ,  S chene ctady,  New York, 
used the MA technology to design 
and build a 70-kW, 100-kHz alterna­
tor to establish a radio communica­
tion link between the United States 
and Europe.

The Era of Modern Power 
Electronics

Power Semiconductor Devices
The era of modern power electron­
ics started with the advent of pow­
er semiconductor devices, which 
constitute the heart of power elec­
tronics. In fact, the modern power 
electronics evolution has been possi­
ble primarily due to device evolution. 
Of course, the advent of novel con­
verter topologies, pulsewidth modu­
lation (PWM) techniques, analytical 
and simulation methods, advanced 
CAD tools, and control and estima­
tion techniques, along with digital 
control hardware and software, con­
tributed to this evolution. The era of 
solid-state electronics started with 
the invention of transistors by Bell 
Laboratory in 1948, and the same 
laboratory also invented the PNPN-
triggering thyristor or silicon (Si)-
controlled rectifier (SCR) in 1956. GE 
commercially introduced the thyris­
tor in 1958. Si power diodes appeared 
slightly before in 1956. 

The advent of SCRs essentially 
started the modern power electron­
ics evolution. Then, the other power 
semiconductor devices, such as the 
TRIAC, gate turn-off thyristor (GTO), 
power bipolar junction transistors 
(BJTs), and power MOSFETs, gradu­
ally came. The invention of the insu­
lated-gate bipolar transistor (IGBT) by 
GE was a significant milestone in the 
history of power semiconductors. It 
is interesting to note that initially, IG­
BTs had a thyristor-like latching prob­
lem, and the device was known as an 
insulated-gate rectifier (IGR). Akio Na­
kagawa of Japan solved the latching 
problem and helped the commercial 
introduction of IGBT. The integrated 
gate-commutated thyristor (IGCT), 
which is basically a hard-driven GTO, 
was invented by ABB. In high-power 
applications, IGBTs and IGCTs are 
close competitors, but IGBTs are now 
generally preferred.

We are now on the verge of a new 
era of WBG power semiconductor 
devices, such as Si carbide (SiC) and 
gallium nitride (GaN), that promise 
higher power with higher efficiency 

MY DOCTORAL STUDIES AND RESEARCH IN MAs (1960–1971)
After returning to India, I joined the Indian Institute of Engineering Science and Technol-
ogy Shibpur (IIEST Shibpur) and started teaching on industrial electronics, advanced elec-
trotechnology, and hydroelectric plants. Simultaneously, I started my doctoral studies in 
projects related to MAs. Dr. Herbert Storm, an internationally known expert in MAs in GE 
Corporate Research And Development (GE-CRD), inspired me to do research in this area 
and agreed to advise me remotely on my projects. My research projects were somewhat 
of a hybrid, using Deltamax saturable cores, silicon (Si) power diodes, bipolar junction 
transistors (BJTs), and thyristors. My projects were magnetic servo amplifiers for position 
control with two-phase induction servomotors and multichannel telemetry encoding sys-
tems using Ramey MAs with BJTs and thyristors. After the completion of my Ph.D. degree, 
I did a number of research projects with graduate students in MAs before emigrating to 
the United States in 1971. My first article was “Electronic speed control of motors,” pub-
lished in 1962 in the Journal of the Institution of Engineers (India) [S1]. The term power 
electronics was introduced in 1960s after the invention of the thyristor.
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PLAY SIGNIFICANT 
ROLE IN THE 
GREEN ENERGY 
REVOLUTION AND 
HELP SOLVE THE 
PROBLEMS OF 
GLOBAL CLIMATE 
CHANGE.
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and higher frequency of power elec­
tronic apparatus. The commercial in­
troduction of SiC and GaN transistors 
in 2010 and 2015, respectively, was an­
other significant milestone in the his­
tory of power semiconductor devices. 
Their applications are now growing 
extensively. These, along with the 
next generation ultra-WBG (UWBG) 
devices, will bring a renaissance in 
power electronics.

Table 1 summarizes the material 
property comparison [2] of Si, 4H-SiC, 
and GaN. The table also includes 
UWBG materials like gallium oxide 
(Ga2O3) and diamond. The other po­
tential UWBG materials, like boron 
nitride (BN) and aluminum-gallium-
nitride (AlGaN), are not included in 
the table. 

Currently, the 4H-SiC structure is 
used for device manufacturing due to 
its higher carrier mobility. Note that 
the bandgap of SiC and GaN is typi­
cally three times higher than Si, giv­
ing breakdown field strengths of these 
materials that are 10 times higher than 
Si. This means that these devices can 
be built with a higher blocking voltage, 
lower leakage current, higher TJ, and 
higher switching frequency. The thin­
ner and more highly doped drift layer 
of SiC devices leads to a lower drift re­
sistance and lower saturation voltage, 
and therefore, a low conduction loss. 
For a GaN device (which has a lateral 
structure unlike SiC), the lower con­
duction loss is contributed by high-
electron mobility [called high-electron 
mobility transistor (HEMT)] and higher 
saturation velocity. The higher ther­
mal conductivity of SiC permits effi­
cient thermal management. 

However, the thermal conductivity 
of GaN is low and comparable to that 
of Si, but lower on-state losses make 
this problem less severe. The UWBG 
materials, like Ga2O3, diamond, and 
so on, have a higher breakdown field, 
and their properties are also listed 
in Table 1. Note that the thermal con­
ductivity of diamond is very high, 
whereas this parameter is very low 
for Ga2O3. Diamond appears to be the 
ultimate material because of its wider 
bandgap, higher carrier mobility, and 
higher thermal conductivity. However, 

diamond is an extremely hard material. 
The exploration of the diamond power 
semiconductor is very challenging and 
needs the coordinated efforts of ma­
terial scientists, chemical engineers, 
physicists, and electrical engineers. A 
specialist in this area comments:

Diamond has a long way to go, 
First, we need to develop a low-
cost large area single crystal 
growth technology that pro­
duces wafers with a low density 
of crystal defects. Then, there 
are manufacturing challenges 
to overcome since it is the 
hardest material. For the near 
future, we are blessed with SiC 
and GaN – we will have a huge 

number of challenges to solve 
in these two critical material 
technologies [2].
Table 2 shows the detailed com­

parison of Si, 4H-SiC, and GaN en­
hancement-mode power FETs [2]. 
The SiC MOSFET is a fast-switching 
voltage-controlled majority carrier 
unipolar device like Si MOSFET with 
a double-diffused metal-oxide-semi­
conductor (DMOS) structure. With 
the smaller thickness of the N-drift 
layer (because of the high breakdown 
field) and higher conductivity of the 
N-channel, the device has a higher 
voltage capability and smaller con­
duction drop than Si MOSFET. These 
properties also contribute to a higher 

IMMIGRATION TO THE UNITED STATES AND START OF RESEARCH CAREER IN 
RENSSELAER POLYTECHNIC INSTITUTE IN MODERN POWER ELECTRONICS 
(1971–1976) 
Going to the United States and settling in a reputed university was my lifelong ambition. 
I decided to emigrate to the United States in 1971 and start a new career at Rensselaer 
Polytechnic Institute (RPI). I joined RPI as an associate professor in electrical engineering  
with teaching and research in modern power electronics. The GE-CRD in Schenectady 
initiated this program, but getting an offer from RPI while working in India was not easy 
for me. The approval letter from RPI helped me to get my emigration visa (green card) 
quickly. RPI was a reputable private university, and the students were very brilliant. After 
joining RPI, I got a part-time offer from GE-CRD with a project on a thyristor high-frequen-
cy link cycloconverter. During my RPI career for five years, I did a number of innovative 
projects that included: developing a transistor ac switch for matrix converters; TRIAC 
speed control of induction motors; the series/parallel operation of TRIACs in converters; 
three-phase ac power control with transistors; a thyristor-saturable core self-oscillating 
Royer inverter; the phase-locked-loop speed control of dc motors; and so on. My GE 
project was extremely complex, but fortunately, it turned out to be very successful. As a 
reward, GE-CRD offered me a job in 1976, which I could not refuse.

TABLE 1 – A COMPARISON OF THE PROPERTY OF Si WITH WBG (4H-SiC, GaN), AND UWBG (Ga2O3 
AND DIAMOND) MATERIALS. 

Si 4H-SiC GaN Ga2O3 DIAMOND

Bandgap Eg (eV) 1.12 3.26 3.4 4.8 5.5

Breakdown field EB (V/cm)X106 0.3 3 3.5 8 10

Electron mobility un (cm2/Vs) 1,420 1,000 2,000 400 2,200

Hole mobility up (cm2/Vs)] 600 100 200 100 850

Electron saturation velocity (106 cm/s) 10 22 25 — —

Thermal conductivity (W/cm °C) 1.5 4 1.3 0.2 22

Saturation drift velocity versus (106cm/s) 10 20 25 — —

Relative dielectric constant Es 11.8 9.7 9.5 — —



68  IEEE INDUSTRIAL ELECTRONICS MAGAZINE  ■  JUNE 2022

switching frequency. It has a reverse-
conducting body diode, but the re­
covery current and recovery time are 
low due to the short minority carrier 
lifetime (like the SiC Schottky barrier 
diode) and are mainly contributed by 
the discharge of tiny junction capaci­
tances. For this reason, the bypass 
diode is often omitted. The satura­
tion resistance (RDS(ON)) is reduced 
by a higher VGS but increases at a 
higher junction temperature (posi­
tive temperature coefficient). Trench 
technology (developed by Infineon) 
can reduce conduction channel  re­
sistance of all the devices to improve 
the conduction efficiency (called Cool­
MOS, CoolSiC or CoolGaN).

Because of WBG, the device can 
operate at a higher TJ (up to 200 °C). 

The cooling system design is less 
expensive due to the low thermal re­
sistance of the device. A normally on 
junction field-effect transistor (JFET) 
with the cascoded connection of low-
voltage Si MOSFET is also available, 
but normally off enhancement-mode 
devices are preferred. Currently, up 
to 1,700-V/350-A devices are avail­
able commercially. Higher-voltage SiC 
MOSFETS will have an excessive con­
duction loss. For this reason, higher-
voltage, higher-power devices are 
bipolar (such as IGBT, GTO, thyristors, 
and so on) with conductivity modula­
tion. For example, 15-kV SiC IGBTs 
have been undergoing laboratory test­
ing for some time. 

The GaN HEMT is a field-effect plan­
er device with lateral current flow and 

extremely high efficiency. The active 
region of the transistor is fabricated 
using GaN and AlGaN semiconduc­
tor materials on top of a Si substrate. 
The transition layers are grown for the 
differences of the thermal expansion 
coefficients between Si and GaN. The 
conduction path between the drain 
and source contacts is called Two-
dimensional (2D) electron gas (2DEG) 
and is formed at the heterojunction be­
tween the GaN and AlGaN layers. The 
2DEG is enhanced or depleted by the 
potential difference between the gate 
and the 2DEG below it. The HEMT con­
ducts in the reverse direction without 
any body diode, i.e., there is no recov­
ery loss. Matrix converter ac switches 
can be easily built with an inverse-se­
ries connection of GaN HEMT (no by­
pass diodes are needed) devices with 
a very low conduction loss. 

In summary, the GaN lateral tran­
sistor structure permits very low gate 
and output storage charges, and cor­
respondingly, very high switching fre­
quency. Normally on GaN JFET is also 
available in a cascode structure with 
a series connection of Si MOSFET. 
Currently, 650-V/60-A, 1,200-V/30-A 
enhancement FETs are available, but 
higher-voltage, higher-power vertical 
devices are under development and 
will be available in the future. Again, in 
the future, bipolar devices with a high­
er power rating will also be available. 
An example application of an 80 kW 
GaN-based converter [3] for utility en­
ergy storage application indicates 95% 
less loss compared to Si IGBT and 85% 
less loss compared to SiC MOSFET.

In summary, the following general 
comments can be made for power 
semiconductor evolution:

■■ The gradual obsolescence of 
phase-control devices (thyristors 
and TRIACs) will occur.

■■ Si-based BJTs and GTOs are al­
ready obsolete.

■■ Insulated-gate self-controlled de­
vices (power MOSFET, IGBT, and 
so on) will dominate.

■■ Si power MOSFET will remain univer­
sal for low-voltage, low-power, and 
high-frequency applications [switch-
mode power supplies (SMPS), brush­
less DC motor (BLDM), and so on].

TABLE 2 – AN APPROXIMATE COMPARISON OF Si, 4H-SiC, AND GaN ENHANCEMENT-MODE POWER FETs. 

Si 4H-SiC GaN

Voltage and current 
Ratings 
(Selected device for 
comparison)

30 V/15 A* (dc) 650 V/110 A† (dc) 600 V/31 A‡ (dc)

Present power capability 1.2 kV/50 A 1,700 V/350 A 650 V/60 A, 1,200 V/30 A

Voltage blocking Asymmetric Asymmetric Asymmetric

Gating MOSFET MOSFET FET

Junction temperature 
range °C

−55 to +175 −55 to 200 −55 to 150

Safe operating area Square Square Square

Static on-resistance 
RDS(on) mX 25°C

8.6 18 70

Switching frequency 
range, typical 
dV/dt (V/ns)

Up to 1 MHz 
 
—

Up to 1 MHz 
 
50

Up to 3 MHz 
 
200

Turn-on time (ns) 55 64 18

Turn-off time (ns) 35 74 29

Antiparallel diode Yes Yes No

Reverse recovery loss Yes Yes No

Snubber Yes or no Yes or no Yes or no

Protection Gate control Gate control Gate control

Thermal resistance 
Rthjc °C/W

5.9 0.31 1

Applications Low voltage low 
power, SMPS, BLDM

VSC for EV, battery charger, 
PV, wind, and so forth

VSC for EV, PV, wind, and 
so forth

Comments Very mature Fast body diode Ultrafast switching, 
no body diode, 
extremely low parasitic 
capacitances

*IR-6723M2DTR (dual package).
†ST-SCTW90N65G2V. 
‡Infineon IG060R070D1 CoolGaN. 
BLDM: brushless DC motor; VSC: voltage source converter.



JUNE 2022 ■  IEEE INDUSTRIAL ELECTRONICS MAGAZINE    69

■■ High-power IGCTs are being re­
placed by IGBTs.

■■ WBG power devices will be accept­
ed universally in high- and medium-
power converters.

■■ SiC devices will dominate for high-
voltage, high-power applications.

■■ GaN devices are currently for me­
dium power and will grow for high 
power in the future.

■■ SiC and GaN devices essentially con­
stitute the near-term technology.

■■ The advent of UWBG power semi­
conductor devices in the next gen­
eration, such as Ga2O3, BN, and 
diamond, will provide significantly 
more improvement in voltage, 
frequency, and efficiency ratings 
of the devices, with the corre­
sponding size miniaturization and 
higher-temperature operation in 
power electronics. Of course, the 
higher-temperature operation of 
passive circuit components, de­
vice packaging, and control system 
components is mandatory in high-
temperature power electronics.

■■ Diamond appears to be the ulti­
mate material that may be explored 
far in the next generation.

■■ Intelligent, integrated power mod­
ules will be increasingly available.

■■ The general trend is the integra­
tion of converter, control, and 
protection.

Power Converters
Power electronic converters are 
generally constituted by a matrix of 
controllable power semiconductor 
switches that perform conversion as 
well as control of electrical power. 
Traditionally, most of the phase -
controlled line and load-commutated 
converters (LCCs) (including cyclo­
converters), which have been com­
monly used in recent years, evolved 
in the classical power electronics 
era. Their popular applications to­
day include thyristor-based high-
power, multimegawatt (multi-MW) 
HVdc converters in transmission 
systems and LCC synchronous mo­
tor drives. The advantages of this 
class of converters are simple topol­
ogy, very high efficiency, and simplic­
ity of control. The high efficiency is 

essentially contributed by zero-cur­
rent soft-switching.

However, the disadvantages are 
poor line displacement power factor, 
poor line power quality, sluggish con­
trol response, and the 
possibility of commuta­
tion failure due to line 
transients. The commu­
tation failure in the LCC-
wound field synchronous 
motor (WFSM) drive gen­
erates a large and danger­
ous pulsating torque in 
the machine. [Personal 
note: I was once involved 
in consulting on the fail­
ure of a 12-MW dual-cyclo­
converter (CCV)-WFSM 
gold-ore-grinding mill drive system in 
the West Australia (Kalgoorlie) grid [4], 
where commutation failure generated a 
large oscillatory pulsating torque, caus­
ing extensive damage to the machine 
and the ring gear system.] The har­

monic standards of the IEEE (IEEE-519) 
and Europe (IEC-61000) were formu­
lated to limit the line harmonics. The 
line harmonics in the phase-controlled 
converter (PCC) can be attenuated by 

multipulsing with a phase-
shifting transformer or by 
using active filters. 

The line-lagging DPF 
problem can be solved 
by a static synchronous 
compensator (STATCOM) 
[static VAR compensator 
(SVC)]. The advent of a 
self-controlled thyristor 
inverter by forced com­
mutation initiated the 
evolution of dc-link volt­
age-source converters for 

general industrial applications, includ­
ing ac motor drives. William McMur­
ray of GE was the pioneer in this area. 
Gradually, the advent of self-controlled 
devices replaced thyristor converters. 
Different types of PWM techniques, 

MY 11 YEARS IN THE GE CORPORATE RESEARCH LAB (1976–1987) 
Having spent 16 years of my career in the university setting so far, I always felt that I had 
a big gap in my expertise in power electronics. I had rarely worked with large power 
electronic converters for industrial applications. In those days, GE-CRD was the world’s 
top research center in power electronics. It was like Bell Lab, where transistor was in-
vented. The images of Thomas Edison and Charles Steinmetz were everywhere in GE. My 
office was located in the historic Building 37, where E.F.W. Alexanderson, Gabriel Kron, 
Philip Alger, and so on had their laboratories. GE-CRD was then considered as the ivory 
tower of power electronics worldwide, and power electronic professionals from all over 
the world used to visit us in Schenectady. It was a thrilling experience to meet so many 
world-renowned scientists across the hall. After joining GE, I started working with Bill 
McMurray on a current-fed Auto Sequential Commutated inverter and was located in the 
same office. McMurray was the founding father and guru of power electronics, and the 
whole power electronic world bowed to him with deep respect.

During most of my time in GE, I was involved with EV and HEV projects. The EV/HEV 
development was the first major initiative by the U.S. Government Department of Energy 
after the Arab oil embargo in the 1970s. I was the principal engineer for microprocessor/
digital signal processor (DSP) control development. Our first EV (ETV1) with a power 
transistor chopper and dc motor drive was very successful and was demonstrated before 
Queen Elizabeth II of England. Our last EV project (ETX II) [2] was based on an interior 
permanent-magnet synchronous motor (IPM-SM) drive. Gradually, IPM motor-based EV 
drives were accepted all over the world. My other GE projects were: a linear inductor mo-
tor drive for railroad propulsion; a switched reluctance motor (SRM) drive; a residential 
PV system maximum power point tracker control; a sliding mode control of induction 
motors (IMs); a scalar decoupled control of IM; an adaptive hysteresis-band control of an 
IPM motor; and so on. I published my first textbook on power electronics and ac drives 
in 1986 with Prentice Hall while working in GE.

ANY NEW 
INVENTION MAY 
ALTER THE COURSE 
OF A TECHNOLOGY, 
WHICH HAS 
HAPPENED MANY 
TIMES IN THE 
HISTORY OF POWER 
ELECTRONICS.
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such as sinusoidal pulse width modu­
lation, HB, selected harmonic elimi­
nation, and space vector modulation, 
also arrived to control output voltage 
with improved harmonic quality. The 
PWM active rectifier was introduced 
to control line harmonics as well 
as DPF. 

Dual PWM converters, particu­
larly with the neutral-point-clamped 
type, ousted the CCVs. Active filters, 
which are used with PCC and diode 
rectifiers, are getting obsolete. The 
SVCs/STATCOMs are extremely im­
portant elements in power grids for 
lagging DPF correction of load and 
line P and Q control with the help of 
FACTS. FACTS is an extremely impor­
tant element in the future smart grid. 
Converter soft-switching, although 
extremely popular in high-frequency 
link SMPS, is not useful in general 
high-power electronics, including 
motor drives. The matrix converter 
(MC), introduced in 1980s, has an 
attractive topology, but its future is 
slim in the author’s opinion in spite 
of the advent of simple- and high-ef­
ficiency GaN ac switches. MCs have 
been on and off many times in the in­
dustry. The modern modular multilev­
el converters (MMCs), particularly 
using cascaded H-bridge and half-
bridge (defined as MMC) topolo­
gies, are very important. The MMCs, 
particularly with SiC and other WBG 
devices, are important in utility 
systems with 50/60-Hz applications 
in HVdc converters, STATCOMs, 
FACTS, and variable frequency mo­
tor drives where the current is low 
at lower frequencies.

In summary, the following general 
comments can be made for converter 
technology evolution:

■■ Phase-controlled thyristor-based 
converters will be totally obsolete 
in the future.

■■ Voltage source converters are be­
coming universal.

■■ Soft-switched voltage source con­
verters, particularly for motor 
drives and other high-power appli­
cations, show no future promise.

■■ Matrix converters, in spite of rich 
literature, are not expected for 
drives and other applications.

■■ Z-source converter [Z-source in­
verter (ZSI) or quasi-ZSI] applica­
tions in industry are questionable.

■■ Model predictive control (MPC) 
applications in industry are 
questionable.

■■ Multilevel MMC type (with half-
bridges) converters, particular­
ly with SiC (and other WBG and 
future UWBG devices), have tre­
mendous promise for high-power 
applications. A lot of research 
is yet needed for motor drive 
applications.

■■ There is an increasing trend of 
real-time simulation of power elec­
tronic systems with hardware-in-
loop testing.

■■ Converter technology, in general, 
is approaching saturation. Future 
emphasis will be on integration, 
automated design, and advanced 
control by digital signal processors 
(DSPs) and field-programmable 
gate arrays.

Motor Drives
The area of motor drives is closely as­
sociated with the evolution of power 
electronics, i.e., the evolution of de­
vices, converters, control, estimation, 
modeling, simulation, and hardware/
software implementation tools. His­
torically, between the two classes 
of dc and ac drives, the ac drives, 
particularly the cage-type induction 
motors, were traditionally used in 
constant-speed application, whereas 
dc drives were used in variable-speed 
applications. Although dc drives are 
still widely used in industry, they are 
tending to become obsolete because 
of their characteristic disadvantages. 
The technology advancement of pow­
er electronics has permitted variable-
frequency, variable-speed ac drives 
(both induction and synchronous), 
and they are now used extensively in 
industry. The cage-type induction mo­
tor drives are very common because 
the machines are cheaper, more rug­
ged, and reliable. 

However, the efficiency of perma­
nent-magnet SM (PMSM) drives with 
a high-energy neodymium-iron-boron   
magnet is higher, although the ma­
chine is more expensive, which makes 

the lifecycle cost lower. In high-pow­
er drives, WFSM drives will remain 
popular because of the performance 
advantages with field control. Thyris­
tor-based load-commutated inverter 
drives are being increasingly replaced 
by two-sided multilevel converters. In 
this context, it can be easily predicted 
that switched reluctance motor (SRM) 
drives will be totally obsolete for in­
dustrial applications. It is unfortunate 
that so much effort has been wasted 
on SRM drive technology over such a 
long time. The vector or field-oriented 
control with sensorless estimation will 
be increasingly popular as the indus­
try standard with the obsolescence of 
scalar control. 

The direct torque control has 
considerably improved in recent 
years with the drive performance ap­
proaching that of vector control. The 
complex MPC control is also viable 
with many sophistications demon­
strated in the recent literature but 
has not yet demonstrated its per­
formance superiority over vector 
control. Artificial intelligence (AI) 
techniques will be increasingly used, 
particularly for fault diagnostics and 
fault-tolerant control. The literature 
on motor drives is now diminishing, 
with current trends in favor of smart 
grid and RESs. Power electronics is 
now considered as an integral part of 
power engineering.

The future trends of motor drives 
can be summarized as:

■■ Voltage source converter drives 
will be universal in the future.

■■ Cage-type induction motor drives 
will remain common for general in­
dustrial applications.

■■ Slip power recovery drives will be 
increasingly obsolete in the future.

■■ IPM-SM drives will be increasingly 
popular, particularly for extended 
speed EV-type applications.

■■ For high-power applications, WFSM 
drives will be used with voltage 
source inverter-multilevel convert­
ers (particularly MMCs).

■■ Vector control will be universal.
■■ AI techniques, particularly neural 

networks, will be used for drive per­
formance improvement, fault diag­
nostics, and fault-tolerant control.
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■■ There is a trend toward drive sys­
tem integration, particularly in the 
lower end of power.

■■ There is a diminishing trend in 
drive research with technology 
saturation.

Power Electronics in  
Smart Grids and RESs
Power electronics is an indispensable 
ingredient in modern smart grids and 
RESs. What is a smart grid? A smart 
or intelligent power grid is basically 
a vision of an advanced power grid 
of tomorrow using state-of-the-art 
technologies in power systems, power 
electronics, control systems, comput­
ers, communications, information, 
AI, cyber, and so on that will improve 
system availability, reliability, power 
quality, energy efficiency, and secu­
rity with optimum resource utilization 
and economical electricity to the con­
sumers. A micro- or minigrid is basi­
cally a local power system (ac, dc, or 
hybrid) that can operate autonomous­
ly or be interconnected to a grid. Con­
sidering these features, our present 
power grids have major deficiencies. 
A smart grid normally integrates large 
fossil and nuclear power stations, 
RESs, HVdc systems for economi­
cal and efficient long-distance power 
transmission, FACTS for unified active 
(P) and reactive power (Q) control in 
transmission circuits, and STATCOMS 
for VAR compensation, where most of 
these elements are heavily based on 
power electronics. 

The segmentation of a large power 
grid by HVdc and FACTS links im­
proves the stability management of 
the system. An important function of 
the smart grid is the supply-demand 
interactive energy management. If 
the energy demand curves (always 
fluctuating) are forced to follow the 
available generation curve, the energy 
storage requirement becomes mini­
mal, and the corresponding tariff rate 
becomes economical. The control and 
protection of a large smart grid are 
extremely complex. The power gen­
eration has to be scheduled among 
the different generating units for the 
demand load curves, and the power 
flow routing has to be controlled for 

optimizing system efficiency and reli­
ability, preventing the overloading of 
any element of the power system. Be­
cause of the complexity of operation, 
the system requires dynamic model­
ing and real-time simulation based on 
supercomputers.

Currently, RESs (mainly hydro, 
wind, and solar) are getting tremen­
dous emphasis all over the world, 
where the wind and solar PV are 
mainly based on power electronics. 
Other renewable sources, such as 
tidal, wave, geothermal, and biomass, 
will be explored systematically in the 
future. The main reasons are that 
renewables are economical, environ­
mentally clean (green), and distrib­
uted all over the world and that they 
do not have the characteristic disad­
vantages of nuclear power. Our ulti­
mate goal is to have 100% RESs in the 
future. Is that possible? It is an ambi­
tious goal with formidable challenges. 
Currently, about 11% of the global 
energy in electrical form comes from 
RESs [2], which is subdivided as fol­
lows: hydro, 17%; wind, 15%; solar, 7%; 
and geothermal, 1%, with the remain­
ing 60% coming from biomass. 

The energy potential from wind 
and solar is tremendous. Accord­
ing to a Stanford University estimate 
[2],  exploring only about 20% of the 
available wind energy (the European 

Wind Energy Association estimate is 
10%) can meet all the energy needs of 
the world. Solar energy is distributed 
all over the world. The solar PV cell 
cost is decreasing drastically in recent 
years. Wind or solar, or both together, 
can easily meet the 100% renewable 
goal of the world, but the main chal­
lenges are: 
1)	The sources are sporadic in na­

ture, and individual plant capacity 
is small compared to fossil/nuclear 
plants. Bulk energy storage (usu­
ally by battery) (power electron­
ics-based) requirements makes 
it expensive. Large offshore wind 
farms (now being emphasized in 
the United States) are expensive 
but have a consistent availability, 
requiring reduced storage need. 
Regulating frequency and voltage 
in a large grid with small power 
plants is not easy. Extensive re­
search is needed on batteries for 
economical bulk energy storage. 

2)	The availability of renewable en­
ergy is regional, and it is not diffi­
cult to make 100% RESs regionally 
(for example, Iceland has nearly 
100% RESs). However, for 100% 
RESs in the world, energy has to 
be transmitted economically and 
efficiently to the remote corners of 
the world, which may be challeng­
ing. The concept technology of the 

MY EXPERIENCE IN THE UNIVERSITY OF TENNESSEE (1987–2021) 
I decided to return to my university career in 1987 after spending 11 years at GE-CRD. In 
parallel, I also started working as the chief scientist of the newly established Power Elec-
tronics Applications Center at the Electric Power Research Institute. At the end of my GE 
career, I gained tremendous visibility in the world. Fortunately, a large number of brilliant 
visiting professors and graduate students from abroad came to work with me with the 
financial support of their respective governments. Many of them wanted to work in the 
emerging AI applications in power electronics. 

At the University of Tennessee (UT), my projects included: soft-switched power con-
version for ac motor drives; high-frequency nonresonant link power conversion; fuzzy-
controlled wind generation systems with efficiency optimization control; converter fault 
studies; neural network-based control and estimation of converters; high temperature 
superconductivity-synchronous motor ship propulsion with a multilevel converter; and 
so on. In this period (1987–2021), I wrote/edited six more books in power electronics, 
and I guest edited two special issues of Proceedings of the IEEE. I got the opportunity to 
travel abroad extensively to give tutorials, invited seminars, and keynote addresses. The 
UT provided me office facilities after my official retirement in 2003.
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global supergrid is already there, 
but the cost will be prohibitive. 

3)	Global energy consumption is in­
creasing steadily with the rise of 
population and the urge of a high­
er living standard. The global grid 
has to accommodate this increas­
ing energy demand for the future. 

4)	The proposed smart grid tech­
nology has to be extended to 
the global grid so that energy is 
economical for consumers with 
optimum resource utilization, reli­
ability, power quality, energy effi­
ciency, and security. 

5)	Linking countries across the world 
in such a global grid may be a for­
midable political problem. Despite 
these challenges, it is the author’s 
belief that the world will eventu­
ally see 100% RESs, ousting the 
well-established fossil and nuclear 
power plants.

Power Electronics in Solving 
Climate Change Problems
Power electronics plays a significant 
role in solving climate change prob­
lems [5]–[7], which are such seri­
ous concerns in our society. Climate 
change or global warming is primarily 
caused by burning fossil fuels (coal, 
oil, and gas), which generate green­
house gases (mainly CO2) and trap the 
solar heat that raises the atmospheric 
temperature gradually. The harmful ef­
fects of climate change are the melting 
of polar ice caps and glaciers around 
the world; severe droughts in tropical 
countries near the equator; more hur­
ricanes, tornados, rains, and floods; 
the increased acidity and temperature 
rise of sea water; the deterioration of 
fresh water supply; and the spread 
of tropical diseases. Solving climate 
change problems remains a challenge 
in the 21st century. The obvious solu­
tion of the problem is the economiza­
tion of our energy consumption and 
replacing fossil fuel-based energy gen­
eration by RES-based clean energy 
(which uses power electronics). One 
way to promote the RESs is the imple­
mentation of a carbon tax.

Energy saving is one of the im­
portant goals in power electronics 

applications. Around 65% of generat­
ed energy in the United States is con­
sumed in motor drives, and 20% is 
used in lighting. About 75% of the 
drives are used in pumps, fans, and 
compressor-type drives. In this class, 
variable-frequency drives can save 
nearly 30% of energy. If LED lamps 
are used instead of fluorescent or 
traditional incandescent lamps, a 
substantial amount of energy can be 
saved. Similarly, variable-speed air-
conditioners/heat pumps can save 
up to 30% energy. Of course, energy 
needs for home or space heating can 
be substantially reduced by proper 
insulation. Electric transportation, in­
cluding EVs, can eliminate pollution if 
the energy is generated by RESs.

Considering the present trend, it 
can be predicted that the world will 
eventually have 100% EVs, eliminating 
internal combustion engine vehicles 
and HEVs. Promoting mass electric 
transportation, such as in Japan, can 
save a lot of energy. A considerable 
amount of energy can be saved by 
improving the efficiency of genera­
tion, transmission, and utilization by 
using the smart grid technology in 
the future. Unfortunately, a significant 
amount of energy is wasted in affluent 
countries like the United States be­
cause it is cheap and because of bad 
consumer habits. In the author’s opin­
ion, widespread energy efficiency im­
provement by power electronics and 
other methods with existing technolo­
gies can save around 20% of global 
energy consumption, and another 15% 
can be saved by the rigorous control 
of energy waste [2], [6]. Finally, global 
climate change problems are solvable 
by the united effort of the humanity.

Summary
In this article, the author has attempt­
ed to give a brief but comprehensive 
review of power electronics technol­
ogy and his vision of the future pro­
gression, based on his knowledge and 
experience. The power semiconductor 
devices, converter circuits, and mo­
tor drive areas have been covered in 
the article. Some emphasis has been 
given on devices because of their 

importance and dynamic advances in 
power electronics evolution. A brief 
review of classical power electronics 
was included in the beginning for com­
pleteness. The areas of smart grids 
and RESs along with climate change 
problems have also been included be­
cause of the impact of power electron­
ics in these important areas. Since the 
author has pursued the power elec­
tronics field very aggressively during 
his long career in both the industrial 
and academic environments, a brief 
sketch of his career experience has 
been inserted within the contents of 
the article. Finally, in conclusion, I 
would like to mention that the dedi­
cated and relentless contributions of 
so many scientists and engineers have 
made the power electronics technol­
ogy so rich today.

—Bimal K. Bose
Emeritus chair professor,  
Department of Electrical  

Engineering and Computer  
Science, University of  
Tennessee, Knoxville, 

Tennessee, 37996, USA 
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C limate change mitigation and 
the transition toward decarbon-
ized energy sources, widely 

discussed during international events 
such as the 2021 United Nations Cli-
mate Change Conference, in Glasgow 
[1], will entail a large expansion of en-
ergy storage for mobile and stationary 
applications, i.e., in electric vehicles 
(road, waterborne, air, and so on) 
and advanced grids (smart grids, mi-
crogrids, and similar types), respec-
tively, in conjunction with renewable 
sources. Among energy storage sys-
tems, batteries are expected to play a 
major role, and a huge amount of fund-
ing is being allocated for their devel-
opment in several countries, including 
the construction of gigafactories for 
their production. The coming years 
promise to become the golden age of 
batteries. However, if we look into the 
past, we realize that another golden 
age occurred two centuries ago.

Electrochemical effects were known 
in ancient times. In 1938, archeologist 
Wilhelm König brought forward the idea 
that an artifact, now known as the Bag-
dad battery, was an electrochemical cell, 
dating sometime between 150 BCE and 
650 CE [2], but the real use of this object 
is questioned. Electrochemical process-
es were certainly known to ancient civili-
zations, as proved by the gold plating on 
the equestrian statue of the Roman em-
peror Marcus Aurelius (late second cen-
tury CE) and the plated artifacts of the 
Chimú culture, which flourished in South 
America around the 10th century CE.

In the Western world, electricity at-
tracted growing interest from research-
ers after the Scientific Revolution, and 
several discoveries were made during 
the Enlightenment, but they were coun-
terbalanced by a very small number 
of practical inventions [3]. The most 
notable of these was the lightning rod 
by Benjamin Franklin (in 1752), which 
provided protection against lightning-
ignited fires in wooden buildings. At 
that time, electricity was relegated to 
electrostatic experiments performed 
inside laboratories, to the amazement 
of gaping audiences.

At the end of the 18th century, the 
Italian scientist Alessandro Volta (Italy, 

1745–1827) was famous all across Eu-
rope and who had already received 
the Copley Medal from the Royal So-
ciety of London, in 1794 (considered 
the British forerunner of the Nobel 
Prize). In the framework of a dispute 
over animal electricity, he invented 
the electrochemical pile, in 1799, and 
communicated it to the Royal Soci-
ety on 20 March 1800. In its first ar-
rangement, the device consisted of a 
pile of cells, each made of two disk 
electrodes, one of zinc and one of 
copper, interposed by brine-soaked 
cardboard acting as an electrolyte 
(Figure 1) [4]. The cell soon attracted 
great enthusiasm throughout Europe 
despite the divisions of the Napoleon-
ic Wars, and it earned Volta a harvest 
of honors [5]. The reason for such 
success was that the voltaic battery 
enabled the generation of a galvanic 
current, i.e., a flow of electricity that 
could persist for dozens of minutes. In 
our opinion, this seems a short dura-
tion, but, at that time, it was revolu-
tionary because it was thousands (if 
not millions) times longer than the 
discharge available from electro-
static devices.

Several scientists soon replicated 
the voltaic battery in larger and larger 
sizes and used it in previously un-
imaginable experiments [6]. As early 
as 1800, the English scientists William 
Nicholson (1753–1815) and Antony 
Carlisle (1768–1840) produced water 
electrolysis; i.e., they decomposed 
water into hydrogen and oxygen, thus 
showing that electricity can trigger 
massive chemical reactions. In 1801, 
Humphrey Davy (United Kingdom, 

Before Lithium-Ion Batteries: The Age of Primary Cells
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FIGURE 1 – Volta’s first electrochemical bat-
tery, 1799. The anode was zinc, the cathode 
was copper, and the electrolyte was brine 
(Source: Museo della Tecnica Elettrica, Pavia, 
Italy; used with permission.)
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1778–1829), later the recipient of the 
Copley Medal, in 1805, experienced 
the glow of a platinum strip passed by 
an electric current, an effect that was 
exploited in the incandescent bulbs 
developed into practical models al-
most 80 years later [7]. 

In 1802, Luigi Valentino Brugnatelli 
(Italy, 1761–1818), a colleague and friend 
to Volta at Pavia University, pioneered 
the electroplating of metals and non-
metals (galvanoplastics). In 1802, 
Gian Domenico Romagnosi (Italy, 
1761–1835) observed the interaction 
between electric and magnetic phe-
nomena, but he did not communicate 
it properly, and this electromagnetic 
effect was rediscovered and dissemi-
nated 17 years later by Hans Christian 
Ørsted (Denmark, 1777–1851). Vasilij 
Vladimirovič Petrov (Russia, 1761–
1834) produced the first electric arc 
between two coal electrodes, using a 
4,200-cell battery (the largest built at 
that time), but the results were pub-
lished in Russian, in 1803, and passed 
unnoticed in Western countries. In 
1804, Francisco Salvá Campello (Spain, 
1751–1828) conceived the first electric 
telegraph powered by a voltaic stack 
that used one line of two iron wires 
for each letter of the alphabet, with an 
electrolytic cell receiver producing hy-
drogen bubbles when the circuit was 
switched on. In 1806–1810, Humphrey 
Davy used a 250-cell battery, then the 
largest in the United Kingdom, to de-
compose several alkaline compounds 
and thus isolated sodium, potassium, 
barium, calcium, strontium, and mag-
nesium for the first time. In 1809, Davy 
performed the first public demonstra-
tion of a continuous electric arc by 
using a 2,000-cell battery, an effect 
exploited in arc lamps from about 
1842, in arc welding from 1885, and in 
arc furnaces from 1879. This is a quick 
summary of the major developments 
resulting from the voltaic cell limited 
to the first decade of the century.

All this interest stimulated research 
into more advanced electrochemical 
cells. As early as 1802, Johann Wil-
helm Ritter (Germany, 1776–1810) built 
the first crude dry electrochemical 
battery. William Cruickshank (United 
Kingdom, 1745–1810) introduced the 

trough battery, made of flat electrodes 
placed vertically and parallel in an 
electrolytic solution, which was a 
design suitable for industrial produc-
tion. He also carried out very early 
experiments on rechargeable cells. 
In 1812, an improved version of a dry 
battery was proposed by Giuseppe 
Zamboni (Italy, 1776–1846) using an 
electrolyte consisting of a glue mate-
rial placed between copper and zinc 
disks. However, rechargeable and dry 
cells remained laboratory curiosities 
for some eight decades.

In 1829, Antoine-César Becquerel 
(France, 1788–1878) identified the 
generation of hydrogen bubbles 
at a cathode (polarization) as a ma-
jor cause of voltage drops in voltaic 
cells and built the first prototype of 
a depolarizing cell by using two elec-
trolytes instead of one. This concept 
was recovered by John Frederick 
Daniell (United Kingdom, 1790–1845), 
in 1836. His depolarized cell had zinc 
and copper electrodes immersed in 
sulfuric acid and copper sulfate so-
lutions, respectively, separated by 
a porous earthenware barrier (Fig-
ure 2). Becquerel and Daniell shared 
the Copley Medal of 1837 for their 
work on electricity.

The Daniell cell was a significant 
advance from the voltaic cell, provid-
ing a longer and more reliable current. 
It underwent several improvements, 
notably the version by J. Fuller, in 

1853 (sulfuric acid was replaced with 
zinc sulfate) and the gravity cell by a 
Frenchman named Callaud who, in 
the 1860s, placed the electrodes one 
above the other and removed the po-
rous barrier, relying on the density 
gradient to keep the electrolytes sepa-
rate and thus lowering the internal 
resistance and increasing the current. 
The Daniell cell was the first practi-
cal source of energy for electrical 
devices and powered early telegraph 
networks, particularly in the United 
States and the United Kingdom (where 
it was still being used as late as the 
1950s). Producing a particularly stable 
1.09-V electromotive force (EMF), it 
was also used as the voltage standard 
for a long time, up to the advent of the 
Weston cell, in 1893.

Volta passed away in 1827 and 
could witness only the beginning 
of the new science to which he had 
opened the door. He had thought the 
dynamic electricity of his cell origi-
nated from the physical properties of 
the electrodes, failing to identify its 
real source. It was Michael Faraday 
(United Kingdom, 1791–1867) who 
recognized that the electricity in the 
cell resulted from the chemical reac-
tions occurring at the two electrode/
electrolyte interfaces. He defined the 
equivalence between chemical quan-
tity and electricity in his laws of elec-
trolysis, in 1833. Faraday received the 
Copley Medals of 1833 and 1838 for his 
research on electricity.

In 1839, William Robert Grove 
(United Kingdom, 1811–1896) built the 
depolarized zinc–platinum cell, with 
sulfuric acid and nitric acid as electro-
lytes (Figure 3). Producing a voltage of 
1.8 V (almost twice that of the Daniell 
cell), it was successfully used in teleg-
raphy, particularly in the United States 
(up to the 1860s) despite the emission 
of poisonous nitric oxide fumes and 
the cost of platinum. In 1841, Robert 
Wilhelm Eberhard Bunsen (Germany, 
1881–1899) replaced the platinum 
electrode of the Grove cell with car-
bon to obtain the zinc–carbon cell, 
with an EMF of 1.9 V (Figure 4). The 
Bunsen cell was cheap enough to be 
used in electroplating, i.e., the first in-
dustrial electrical process, developed 

FIGURE 2 – The Daniell cell (primary, wet, 
and depolarized), depicted in an illustration 
dated 1904. The anode was zinc, the cathode 
was copper, and the electrolytes were sulfu-
ric acid and copper sulfate solutions. (Source: 
Wikimedia Commons.)
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in Russia by Moritz Hermann Jacobi 
(Germany, 1801–1874), in 1838, and 
in the powering of arc lamps, practi-
cal versions of which were available 
from the following year. Among other 
honors, Bunsen received the Copley 
Medal in 1860.

All the batteries described previ-
ously, derived from the voltaic cell, 
were wet primary cells; i.e., they had 
liquid electrolytes and were not re-
chargeable. When the electrodes 
were consumed, the cells were re-
newed by replacing the electrodes 
and the electrolyte. As a consequence, 
even in their advanced versions, pri-
mary cells were not economical. How-
ever, up until the 1860s, they were 
the only widely available sources of 
steady-state electric power. In fact, 
very few magnetoelectric generators 
had found practical applications, 
such as the Woolrich electrical gener-
ator (used to power the Elkington Sil-
ver Electroplating Works, in 1844), the 
small Siemens generators developed 
since 1956, and the Holmes genera-
tor (used to power the South Foreland 
Lighthouse, in 1859 [8], [9]).

Thus, primary batteries were the 
source of electricity, which, in the first 
six decades of the 19th century, en-
abled a novel research field to open 
and impressive results to be achieved 
on both the experimental and theo-
retical sides. They supported a new 
branch of science that, in the follow-
ing decades, dramatically changed 
our view of the world. Just to mention 
a few, the discoveries by Georg Ohm, 
Gustav Kirchhoff, Michael Faraday, 
and Joseph Henry stemmed from pri-
mary cells [10]. In addition, primary 
batteries facilitated the development 
of electric devices and systems, such 
as the telegraph and telephone, which 
brought a revolution in telecommu-
nications [11], [12]. They powered 
early electrical industrial processes, 
such as electroplating and electric 
lighting based on arc lamps, e.g., in 
the Opéra de Paris theater, in 1846. In 
other words, the voltaic battery gave 
birth to electrical engineering and 
triggered the sensational technologi-
cal developments in information, 
e ne rg y,  i ndu st r y,  and common 

applications that characterize the 
world today.

In 1871, Zénobe Théophile Gramme 
(Belgium, 1826–1901) introduced the 
first reliable dc magnetoelectric gen-
erator capable of delivering power 
levels comparable to those of steam 
machines with very steady dc cur-
rents. The electric energy from those 
dynamos was much cheaper than that 
from primary cells, and it made sense 
to use rechargeable cells, or second-
ary batteries, when there was such 
a source of inexpensive power. The 
lead–acid secondary battery was tak-
en to practical production by Camille 
Alphonse Faure (France, 1840–1898), 
in 1881, building on the prototype 
conceived by Gaston Planté (France, 
1834–1889), in 1859. Lead–acid sec-
ondary batteries were pivotal in the 
development of other technologies, 
notably electric cars in the following 
two decades [13], [14]. Electric grids 
powered by magneto-electric gen-
erators constituted other competitive 
technologies providing wide access to 
cheap electric energy [15], [16].

However, primary cells were not left 
behind. In 1867, Georges Leclanché 

(France, 1839–1882) invented a cell 
with zinc and carbon electrodes, ammo-
nium chloride as a liquid electrolyte, 
and manganese dioxide as a chemical 
depolarizer, with an EMF of 1.5 V (Fig-
ure 5). In 1881, Jules Alphonse Thiébaut 
(France) improved the cell by convert-
ing the zinc anode into a watertight 
container. However, wet cells remained 

FIGURE 4 – The Bunsen cell, from Electro-
Plating and Electro-Refining of Metals, by 
Arnold Philip, 1911. It was primary, wet, 
and depolarized. The anode was zinc, the 
cathode was carbon, and the electrolytes 
were sulfuric acid and nitric acid solutions. 
(Source: Wikipedia Commons.)

FIGURE 5 – The Leclanché cell (primary, wet, 
and depolarized). The anode was zinc, the 
cathode was carbon, the electrolyte was 
ammonium chloride, and the depolarizer 
was manganese dioxide. (Source: Wikimedia 
Commons.)

FIGURE 3 – A later model of the Grove cell, 
from 1897. It was primary, wet, and depolar-
ized. The anode was zinc, the cathode was 
platinum, and the electrolytes were sulfuric 
acid and nitric acid solutions. (Source: Wiki-
pedia Commons.)
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unsuitable for portable use. In 1886, 
Carl Gassner (Germany, 1855–1942) de-
veloped the Leclanché–Thiébaut cell 
into the dry carbon–zinc cell by immo-
bilizing the liquid electrolyte with inert 
substances. As a result of these devel-
opments, the Leclanché cell obtained 
the gold medal at the 1889 Paris Univer-
sal Exposition, and various versions 
of it powered several types of small 
equipment in the following decades. 
In 1893, Edward Weston (United King-
dom/United States, 1850–1936) devel-
oped the eponymous wet primary cell 
that resorts to cadmium and mercury 
in the electrodes and cadmium sulfate 
in the electrolyte. It was not suitable 
for power uses, but it was employed for 
almost a century as a voltage standard, 
e.g., in the calibration of instruments, 
due to its very constant EMF of 1.0183 V.

The advent of the transistor and 
solid-state electronics, in 1947–1948, 
revolutionized the electronics market, 
with more compact, light, and energy-
saving devices, e.g., wristwatches and 
portable radio receivers, which began 
appearing in 1952–1954 [17], and this 
demand promoted the development 
of better-performing primary batteries 

[18]. Improved carbon–zinc cells pro-
duced in standard sizes (such as D, C, 
AA, AAA, E, and so on) dominated the 
market for a large part of the 20th cen-
tury, with their performance improving 
700% between 1920 and 1990. They are 
still widely used for low-power devices 
when cost is important, particularly in 
developing countries. The zinc anode 
was coated with mercury to protect it 
from corrosion, but, since mercury is 
environmentally hazardous, it was re-
moved in the 1990s, and highly purified 
zinc is now used instead [19].

Early primary alkaline cells, which 
used an alkaline electrolyte instead of 
an acid one, were developed in France 
by Felix de Lalande and Georges Chap-
eron in 1882 to avoid corrosion issues 
and enabling a wider choice of mate-
rials for the battery components. The 
cell used zinc and copper oxide elec-
trodes, with potassium hydroxide as 
an electrolyte. This battery powered 
the French submarine Gymnote, in 
1888. In 1957, Karl Kordesch (Austria, 
1922–2011), Lewis Urry (Canada, 1927–
2004), and Paul A. Marshal, of Union 
Carbide, built on the findings of the 
former and patented an alkaline dry 

cell with zinc and manganese dioxide 
electrodes and potassium hydroxide 
as an alkaline electrolyte [20].

The alkaline cell was improved in the 
following years and overcame the dry 
zinc–carbon cell because of its higher 
energy and power densities, and, de-
spite its higher cost, it was particularly 
convenient in supplying small portable 
devices that needed superior power 
levels (Figure 6). Also, in this case, a ma-
jor step was the elimination of mercury 
from the zinc anode. The introduction of 
the plastic label jacket, in 1987, in place 
of the cardboard–steel one, supported 
an increase of 10–20% of the internal 
volume for active materials and thus 
of capacity. Alkaline cells remain very 
popular and have a vast number of uses.

Lithium is an advantageous metal 
for electrochemical cells, due to its 
high electrochemical potential and 
extremely low volumetric mass den-
sity, but the development of lithium 
cells was not straightforward [21]. 
Gilbert Newton Lewis (United States, 
1875–1946) experimented with lithium 
as early as 1912, but viable primary 
lithium cells with a manganese diox-
ide cathode became available only 
in the 1970s, and they replaced other 
small cells based on chemistries such 
as zinc–mercury oxide, zinc–silver ox-
ide, and zinc–manganese dioxide for 
niche uses, e.g., hearing aids. Primary 
lithium cells are still popular in some 
sizes, e.g., the button cells used in 
electronic controllers [22], [23].

Today, the performance of primary 
lithium cells has been largely overcome 
by rechargeable lithium-ion cells in 
their several chemistries. Their mar-
ket share is expanding fast as they 
become more and more competitive 
[24]. Despite that, primary batteries 
still contribute 90% of the US$50 bil-
lion global battery market. This huge 
demand results in about 15 billion pri-
mary batteries being disposed of ev-
ery year, and their pollutant content 
makes them a wasteful and environ-
mentally unfriendly technology, al-
though the use of mercury, cadmium, 
and lead started to be prohibited in 
the 1990s. They present a very poor 
life cycle assessment because the 
manufacturing energy they consume 
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FIGURE 6 – The structure of a size D modern alkaline dry cell. (Source: Wikipedia Commons.)
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is about 50 times the energy they con-
tain [25]. Still, we are in debt to prima-
ry cells for the unique role they had 
in science and technology in the 19th 
and 20th centuries.
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L ast year, the IEEE Italy Section 
and Politecnico di Torino had an 
opportunity to honor the memo-

ry of Galileo Ferraris (1847–1897) with 
the dedication of an IEEE Milestone. 
On 21 January 2021, a ceremony, re-
motely followed all around the world, 
was held for the Milestone, “Rotating 
Fields and Early Induction Motors, 
1885–1888.” The plaque was inscribed 
with the following citation:

“Galileo Ferraris, professor at 
the Italian Industrial Museum 
(now Politecnico) of Torino, con-
ceived and demonstrated the 
principle of the rotating magnet-
ic field. Ferraris’ field, produced 
by two stationary coils with 
perpendicular axes, was driven 
by alternating currents phase-
shifted by 90 degrees. Ferraris 
also constructed prototypes of 
two-phase AC motors. Rotat-
ing fields, polyphase currents, 
and their application to induc-
tion motors had a fundamental 
role in the electrification of 
the world.”
The program included an opening 

session with the participation of the 
Politecnico di Torino Rector Guido 
Saracco, the mayor of Livorno Ferraris; 
Vice Rector for Research Stefano 
Corgnati; Vice Rector for Culture and 
Communication Juan Carlos De Martin; 
2021 IEEE President Susan Kathy Land; 
2021–2022 IEEE Region 8  Director 
Antonio Luque; 2019–2021 IEEE Italy 
Section Chair Bernardo Tellini; and 

IEEE Italy Section History Activity 
Coordinator Antonio Savini.

Prof.  Gérard -A ndré Capol ino, 
Department of Electrical Engineering, 

University of Picardie “Jules Verne,”  
Amiens, France, and an IEEE Indus
t r ia l  E lectronics Society ( IE S) 
Distinguished Lecturer, presented 
“Progress in ac Electrical Machines: 
From Galileo Ferraris’s Principle to 
the Actual Technology.” The lecture 
can be downloaded free from the  
IES Education Resource Center at 
https://resourcecenter.ies.ieee.org/ 
education/ies-dl-program/IESDLWEB0000. 
html.

By the middle of the 19th century, 
several engineers had envisioned AC  
rotating electrical machines to convert 
electrical power into rotating mechani-
cal forces. The first to be developed and 
commercialized was Zénobe Gramme’s 

Distinguished Lectures in Memory of Galileo Ferraris
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FIGURE 1 – Galileo Ferraris, one of the prime 
movers of rotating field formulation in ac 
electrical machines. 

FIGURE 2 – A slide from the October 2021 presentation.

(continued on page 91)
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Chapter News

by Kim Fung Tsang

T he first and very successful bi­
ennial IEEE International Con­
ference on Power Electronics, 

Smart Grid, and Renewable Energy 
(PESGRE) was held in January 2020 
and included activities, discussions, 
and exchanges of ideas among 450 
power electronics and energy systems 
professionals and researchers from 
15 countries. The second edition was 
conducted in virtual mode from 2 to 
5 January 2022, achieving similar suc­
cess. The IEEE Industrial Applications 
Society ( IAS), IEEE IAS/Industrial 

Electronics Society (IES)/Power Elec­
tronics Society (PELS) Joint Kerala 
Chapter, and IEEE Kerala Section were 
the financial sponsors. The IES, PELS, 
and IEEE Power & Energy Society 
(PES) were the technical sponsors, 
and the conference was organized by 
the Joint Kerala Chapter (Figure 1).

PESGRE 2022 focused on the chal­
lenges, latest developments, and upco­
ming technologies in power electronics 
systems, electric drives, renewable en­
ergy resources, and smart grid opera­
tion. The theme was “Power Electronics 
and Renewable Energy for Sustainable 
Development,” and the conference 
opened with an inaugural address from 

Prof. Liuchen Chang, PES president. 
There were 326 submissions from 20 
countries, and after a review involving 
36 technical program chairs and 331 re­
viewers, 176 papers were accepted for 
camera-ready submission. Special care 
was taken to ensure a thorough peer 
review stage, including useful feedback 
for the authors’ benefit. Papers present­
ed during the conference are eligible for 
submission to IEEE Transactions on In-
dustry Applications, subject to a further 
round of review.

The technical program consisted 
of four tutorial sessions, four key­
note lectures, one student forum, and 
25 technical tracks (Figure 2). The 

2022 IEEE International Conference on Power Electronics,  
Smart Grid, and Renewable Energy
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FIGURE 1 – The conference organizers. 
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tutorials were delivered by well-known 
experts: Prof. Fei Gao (University of 
Technology of Belfort–Montbeliard, 
France), Dr. Uday Deshpande (D&V 
Electronics, Canada), Dr. Amitkumar 
K.S. (Opal-RT, Canada), Prof. Kaushik 
Basu (Indian Institute of Science, Ban­
galore), Dr. Anirban Pal (University 
of Nottingham, United Kingdom), and 
Prof. Sandeep Anand (Indian Institute 
of Technology, Bombay). The keynotes 
were presented by Prof. Kaushik Ra­
jashekara (University of Houston), 
Prof. Deepak Diwan (Georgia Institute 
of Technology, Atlanta), Prof. Joydeep 
Mitra (Michigan State University, 
East Lansing), and Prof. H.M. Sury­
awanshi (National Institute of Technol­
ogy, Nagpur). The technical sessions 
were chaired by researchers from 

reputable institutes, and the confer­
ence provided an excellent forum for 
technical exchanges. The next edition 

will be held in Kerala, India, on 17–20 
December 2023.

�

FIGURE 2 – Attendees participate in a conference session.

A Two-Week Science and Technology Research  
Workshop for a Girls School

T o promote women engineers and 
scientists and inspire girls in Ma­
cao to pursue a career in engi­

neering, especially in IEEE Industrial 

Electronics Society (IES)-aligned disci­
plines, the Macau IES Chapter organized 
a two-week science and technology re­
search workshop for a school, with the 
theme “Electricity and Power Electron­
ics Application in Daily Life,” in July 
2021. Form 4 students from the Sacred 

Heart Canossian College (English Sec­
tion), a Catholic girls school in Macao, 
participated. The event was an opportu­
nity to understand the basics of power 
electronics technology and learn re­
search topics in the field, such as power 
management circuits, wireless power 
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FIGURE 1 – The workshop participants gather for a group photo.
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transfer, solar energy conversion, pow­
er quality conditioning, and so on.

The workshop featured hands-on 
experience with simulation software 
and through experiments on solar 
model cars and wireless power trans­
mitters, in addition to technical lec­
tures, visits, and a final presentation 
with professors and postgraduates at 
the State Key Laboratory of Analog and 
Mixed-Signal Very Large-Scale Integra­
tion and the Institute of Microelectron­
ics, University of Macau. The students 
practiced scientific thinking, learned 
basic research methods, explored in­
ternational perspectives, and tapped 
their scientific research potential.

The vice principal of academic af­
fairs at Sacred Heart, Vanessa Cheong, 
also visited the University of Macau 
to participate the workshop. She be­
lieved that the event was a notable 
opportunity for the students to learn 
about science and technology and to 
put it into practice. She hoped the pro­
gram could regularly continue.

—Chi-Seng Lam,
Macau IES Chapter chair,  

University of Macau
�
�

FIGURE 2 – Students solder solar model cars and wireless power transmitters.

FIGURE 3 – Students learn power electronics experimental prototypes in a laboratory.

FIGURE 4 – The participants attend the final presentation.
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This month, I have the pleasure 
of hosting Jenifer Castillo (Fig-
ure 1), the 2021–2022 IEEE Wom-

en in Engineering (WIE) Committee 
Chair. She is also the IEEE Region 9 
director-elect for 2022–2023, a Senior 
Member of IEEE, and a 17-year IEEE 
volunteer.

Lucia Lo Bello: Jenifer, thank you 
very much for accepting my invita-
tion. Please tell us about your early 
years of activity in IEEE.

Jenifer Castillo: I started my volun-
teering as a student in the Universidad 
de San Buenaventura in Bogotá, Colom-
bia. At that point, I started as a volun-
teer for WIE and then became the chair 
and soon afterward the chair of the 
student branch. Back then, I started to 
evaluate which could be my home Soci-
ety and tried the first one I thought was 
aligned with my career: Mechatronics 
Engineering. After getting my degree, 
I was recruited by the Section chair at 
the time to do some microvolunteering. 
I am grateful to him; it was the hook 
that never let me leave IEEE. By then, I 
started in my position as product spe-
cialist for the Parker Hannifin repre-
sentative in Colombia, and my profes-
sional path was starting to lean toward 
sales, which, at the beginning, was not 
what I was looking for. At that point, I 
tried a different Society that I even got 
to chair in my Section, and we won the 
best global Section Chapter, but it was 
still not fulfilling my needs.

Lo Bello: When did you real -
ize the career benefits of being an 
IEEE Member?

Castillo: Besides IEEE being key to 
getting my first job at Parker Hannifin, 
when I moved to Ingersoll Rand, as 
an applications engineer, I had the 
opportunity to start work-
ing in countries outside 
my beloved Colombia, 
and up until today, I thank 
the experience I was hav-
ing with IEEE as a volun-
teer because being part 
of such a multicultural 
organization has made 
it easier for me to work 
with other cultures in the 
company. I think that was 
key to the success in the 
sales coordinator posi-
tion I was offered. At this 
point, I had had a good 
experience in the Colombia Section as 
the Young Professionals [at the time, 
Graduate of the Last Decade (GOLD)] 
coordinator (winning the GOLD Mem-
ber and Geographic Activity Award), 

membership development coordinator, 
and vice-chair of the Section. I have 
also had the pleasure to be the founder 
of the WIE professional chapter in Co-
lombia after some great efforts by pre-
vious volunteers.

Lo Bello: Tell us how you became 
involved in multiple IEEE Societies.

Castillo: By 2014, I moved to Puer-
to Rico and went back to work with 
Parker as territory manager of the 
Caribbean. With Parker, though, the 
markets I needed to work with were 
very different, so I was member of the 
IEEE Power and Energy Society for a 
couple years to gather information 
about the Power Generation market I 
needed, and then the IEEE Communi-
cations Society, as there are many ef-
forts related to the Internet of Things, 
as well. This was very useful and 
helpful for my career. At this point, I 

started volunteering in 
the IEEE Puerto Rico and 
Caribbean Section and 
started growing there 
again. I focused first on 
students and was the 
Student Activities Com-
mittee (SAC) coordinator 
of the Section, creating a 
SAC team that would nur-
ture the future leaders of 
the Section (and in fact, 
one of them was already 
the chair of the Section); 
then, I moved to Young 
Professionals. I was the 

founder of the WIE professional affin-
ity group (AG) from scratch, led the 
same Society I led in Colombia, and 
then I was elected chair of the Section. 
This was definitely determinant.

Meet Jenifer Castillo

Digital Object Identifier 10.1109/MIE.2022.3166305

Date of current version: 24 June 2022

FIGURE 1 – Jenifer Castillo.

I HAVE ALSO HAD 
THE PLEASURE TO 
BE THE FOUNDER 
OF THE WIE 
PROFESSIONAL 
CHAPTER IN 
COLOMBIA 
AFTER SOME 
GREAT EFFORTS 
BY PREVIOUS 
VOLUNTEERS.
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Lo Bello: How did your career in 
IEEE Region 9 start?

Castillo: As chair of the Section, 
and being able to attend the regional 
meetings and give some results at a 
Section level, I had my first opportu-
nity to serve the Region. After many 
years, the Region decided to appoint 
an industry engagement coordinator, 
and the director at the time chose 
me. We started gather-
ing some useful informa-
tion from the Sections to  
understand the needs of 
the members in indus-
try. Today, we have a full 
committee dedicated 
to that effort that keeps 
growing. By 2019, I was 
the secretary of the Re-
gion, learning a lot about 
the operations but, most 
of all, learning a lot from 
the director, Alberto Sán-
chez, while also being a 
WIE Committee member. 
One of the key points I 
worked out in WIE was the global as-
sessment of our AG, i.e., understand 
their needs, activities, expectations, 
and it was enlightening. We do have a 
high volunteering quality in IEEE.

Lo Bello: What was your next step 
within WIE?

Castillo: I was appointed WIE com-
mittee chair, and this global position 
brought to me a level of experience 
that I cannot describe. The opportu-

nity to work with people from around 
the globe made me learn that, al-
though we are different, we have 
much more common ground than 
we may imagine. It was so beautiful 
to see that the things that spark joy 
in Latin America are very similar to 
those in India, and in that same path 
are the needs. With this experience, 
and being the secretary of the Region, 

I dared to run for Re-
gion director. Although 
I believe IEEE is a very 
diverse and inclusive or-
ganization, I also believe 
we still need to see more 
diversity in the leader-
ship positions. Currently, 
I am still WIE Committee 
chair, and now I am IEEE 
Region 9 director-elect. 
The cha l lenges keep 
growing, but this only 
means that I can still 
make a difference, that 
I can still nurture the 
future leaders, and that 

IEEE keeps moving forward.
Lo Bello: What are the main 

items related to TAB on the cur-
rent WIE agenda?

Cast il lo :  This year,  WIE is very 
focused on supporting the Society 
and Council coordinators. We have 
started a round of meetings to iden-
tify how to support the operational 
units ef for ts regarding women 
empowerment, the importance of 

the pledge, and diverse and inclu-
sive committees and, in general, to 
build bridges between the coordina-
tors to replicate the best practices 
and strategies.

Lo Bello: How did you become 
involved in the IEEE Industrial Elec-
tronics Society (IES)? What is your 
current role in the IES?

Castillo: I came across IEEE/ASME 
Transactions on Mechatronics and was 
very pleased with the content. So, 
I found that the IES was behind it, and 
I paid for the membership. When I re-
ceived my first magazine, I knew I had 
found my home Society. I could not put 
it down; I wanted to read the whole 
thing. Of course, being in contact with 
Yousef Ibrahim, the IES vice president 
for membership activities, has made 
everything much easier to navigate 
and to enjoy being part of this Society. 
I am currently in my first volunteer-
ing position as a member of the IES 
Chapters Committee, and I hope I can 
contribute to the Society much more in 
the future as I get to know it and under-
stand what the members may need. I 
am glad I found the IES.

Lo Bello: And we are glad to have 
you on board, Jenifer! Let’s exploit 
the momentum for WIE initiatives. 
Thank you very much, Jenifer.

To follow WIE initiatives, stay in 
touch with us on LinkedIn (https://
www.linkedin.com/groups/8609923/). 
WIE is a community, and you are wel-
come to join.�
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Students and Young Professionals News

by Giuseppe Buja, 
Zbigniew Krzemiński, 
Marek Adamowicz,  
and Marek Jasiński

I n this extraordinarily difficult 
time, we understand better that 
only peace, love, and cooperation 

are the keys to growing in technology 
for humanity. Let us learn from our 
mentors how they grow from their 
hard work and international coopera-
tion. Thanks to Prof. Giuseppe Buja 
and Prof. Zbigniew Krzemiński, we 
have unique schools of adjustable 
speed drives that are helping people 
convert electrical to mechanical pow-
er and vice versa. Let’s learn how it 
was possible.

Prof. Guiseppe Buja
IEEE Industrial Electronics Magazine 
(IEM): Prof. Buja, provide us with a 
glimpse into your research journey.

Prof. Giuseppe Buja: My journey be-
gan in 1964 by enrolling in an electron-
ic engineering course at the University 
of Padova (UNIPD) and complement-
ing the electronic background with 
extra teachings from the electric en-
gineering syllabus. Right after the 
“Laurea” degree, I joined UNIPD for 
an apprenticeship on semiconductor 
power circuits that at the time were 
composed of thyristor and diode de-
vices. My first research involvement 
was in the mid-70s, when I developed 
the PWM (pulsewidth modulation) 
control of power inverters. In the 

80s, I focused my research on imple-
mentation of the control of power 
converters in high-processing micro-
computers that had just been intro-
duced at that time, in an intriguing 
coincidence with power transistors. I 
still feel thrilled thinking about when 
I programmed the first-marketed DSP 
(digital signal processor) (Intel 2020) 
to control a PWM inverter built with 
a three-phase Toshiba IGBT bridge. In 
1992, I moved to the University of Tri-
este, where I did research on ac elec-
tric drives. At the turn of the 2000s, 
I returned to UNIPD and shifted my 
interests from the equipment to the 
systems. I founded the Laboratory of 
Electric Systems for Automotive and 
Automation, giving it the mission of 
developing research and educational 
activities for mobility and energy sys-
tems by merging electric, electronics, 
and informatics technologies. As the 
times were ripe for the penetration 
of electric systems into vehicles, I di-
rected the lab’s research right away 
into drive-by-wire systems and then 
into the powertrains of electric ve-
hicles (EVs). The next step was re-
search on EV battery charging, both 
the wired and wireless type. Before 
retirement, I turned the lab’s research 
toward conversion systems, enabling 
grid integration of renewable sources. 
With a retrospective look, I can say 
that my research journey has con-
stantly evolved, chasing my innate 

passion for new technologies and 
emerging topics.

IEM: Were your side research ac-
tivities equally as lively?

Prof. Buja: Yes, really. Nowadays, it 
is hard to imagine how bounded the 
academic activities were in the early 
80s. Attendance at the conferences was 
typically limited at the annual domes-
tic symposium, papers were mainly 
published in national journals, and 
news on power electronics was taken 
almost exclusively from the library books 
(written, incidentally, by authors not 
from my country). A little at a time, I 
realized that this context was not pro-
ductive for my research and decided to 
shape it in an open and international 
way. To begin with, I sent my research 
notes (by postal, no email at that time) 
to the author of one of my cult books 
on power electronics: Prof. J. Murphy 
at the University of Cork in Ireland. 
Much to my surprise, he invited me to 
his university, and this unique experi-
ence was the cornerstone of my side 
research activities. I commenced at-
tending conferences abroad, publish-
ing papers in international journals 
and to visit renowned labs. As soon as 
I had the chance, I enjoyed the dual ex-
perience of inviting external research-
ers and tutoring foreign students in my 
lab. An activity, however, makes me 
particularly proud even now. It was the 
attendance at conferences in Eastern 
European countries before the fall of 

S&YP + Mentors + Peace + Love = Science and Growing
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the Berlin Wall. Despite the red tape 
to enter them, I keep a vivid memory 
of the warm hospitality received by lo-
cal researchers, which subsequently 
turned into a still-active friendship. 
In addition to this activity, I was hon-
ored to receive an invitation from 
Prof. I. Nagy from Budapest University 
in Hungary to help him promote the 
Power Electronics and Motion Control 
(PEMC) Council and PEMC conferenc-
es all around the world.

IEM: Let us now talk about your 
involvement with IEEE and specifi-
cally, with the IEEE Industrial Elec-
tronics Society (IES)?

Prof. Buja: My thinking is, if there 
was no IEEE, it would have to be invent-
ed. I am greatly indebted to it for many 
reasons. IEEE was like a gym for me as 
it trained me in research. Reading and 
deepening IEEE Transactions papers al-
lowed me to stay up to date and hone 
my skills on my research issues. IEEE 
was also a springboard for me. Indeed, 
the publication of my first papers in 
IEEE Transactions has opened the doors 
of many labs to me, even in my country. 
Attendance at IEEE conferences was 
another chance for me as I personally 
met scholars from every country and 
presented my research results to an 
international audience. It was also a 
chance for me to realize how effective 
the social events of the conferences are 
in educating attendees to respect differ-
ent cultures and civilizations.

I approached the IES in the late 
70s, when the name of the Society 
was Industrial Electronics and Control 
Instrumentation (IECI). At that time, I 
was researching the microcomputer 
control of power converters and was 
attracted by the IECI’s initiatives on 
this issue. In 1980, for the first time, 
I attended the Society’s annual meet-
ing, which was publicized as the IECI 
Conference on Industrial Applications 
of Microcomputers. I immediately had 
a good feeling from the officers and, 
some years later, got involved in tech-
nical and administrative tasks. This 
did not surprise me too much because 
the Society had been distinguished 
for many years by the inclusion of 
outside-U.S. people in its bodies. So, 
in the late 80s, with the support of the 

president, Prof. F. Harashima, I orga-
nized two international workshops in 
my country on microcomputer control 
of electric drives, which were well at-
tended and honored by the presence 
of top researchers like Prof. B.K. Bose 
and Prof. K. Ohnishi. A few years lat-
er, the president, R. Begun, proposed 
I chair the first European edition of 
IECON (the Annual Conference of the 
IEEE Industrial Electronics Society) 
in 1994. I accepted all at once with-
out weighing the relevant workload 
because I was confident in the help 
of IES officers and local volunteers, 
such as Prof. C. Cecati, to name one. 
Among the officers, I’d like to express 
a heartfelt tribute to Prof. R. Nieder-
john, an exquisite person who visited 
me before the conference to offer me 
his strong encouragement. 

IECON’94 took place in Bologna, 
Italy. Up until then, it was the top-at-
tended IECON and remained in the col-
lective memory for the high level of its 
scientific contributions. Subsequently, I 
was appointed Vice President (VP) for 
Small Conferences (later renamed for 
Workshops). It was a demanding and 
challenging assignment as there was a 
flurry of new workshops and symposia 
in those years. In this regard, I am glad 
to talk about conception of the Interna-
tional Symposium on Diagnostics for 
Electric Machines, Power Electronics 
and Drives (SDEMPED), which occurred 
in 1996 in an airport room while waiting 
for a delayed flight. There I met Prof. G. 
Capolino, and we agreed on the increas-
ing interest in diagnostics for power 
electronics equipment. At the end of 
the meeting, we laid out a plan to launch 

the SDEMPED Symposium, which hap-
pened a year later in the charming town 
of Carry-le-Rouet, France. For my VP 
duties, I had the opportunity to strictly 
work with IES officers, especially the 
president, Prof. J.C. Hung. It was a very 
stimulating trial that enriched me great-
ly from a professional point of view. 
From the late 90s, I supported the IES, 
mainly in technical activities because of 
my increasing academic commitments 
and efforts in running my lab—charged 
with many research programs immedi-
ately after its start-up.

It is evident how much I am tech-
nically, professionally, and socially 
satisfied to be a Member of IEEE, and 
specifically, the IES. It was therefore 
natural for me to encourage students 
and colleagues to join and partici-
pate in the life of the Institute and its 
Societies. About that, I am pleased to 
mention some students of mine whom 
I have introduced to the IES: M. Valla 
[postdoc (postdoctoral) student] and 
R. Oboe and R. Keshri (Ph.D. students).

IEM: Did you have exciting expe-
riences while performing your side 
research activities?

Prof. Buja: Of course, especially 
while attending conferences. I would 
like to go off the technical rails and 
talk about two experiences that are 
etched in my memory. The first one oc-
curred in the 80s after the gala dinner 
of a conference in the Tatra Mountains 
(Romania). I was tired after a hard trip 
arriving at the conference site, and I 
decided to anticipate my colleagues by 
walking back to the hotel. On the way, 
I found myself in front of a bear. I was 
terrified, but instinctively stood there 

IES President, Mr. C. Einholf, gives the E. Mittelman award to Prof. G. Buja.
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with a tough face. The bear came up to 
me at a brisk pace and, maybe because 
I did not run away or had a tough face, 
it turned around and slowly went into 
the bush. When I go back to this event 
in my mind, I am convinced that this 
instinct helped me solve some prob-
lems more than long reasoning. The 
other experience occurred to me in 
the 90s at IECON in Maui, Hawaii. One 
day, I decided to have an afternoon of 
leisure and booked a tour in a subma-
rine to enjoy the seabed around the is-
land. When I took my place I jumped on 
the seat like a scholar, discovering that 
one of my idols, Prof. W. Leonhard, was 
sitting next to me. I introduced myself 
shyly while he greeted me warmly and 
put me at ease by saying that he knew 
my papers. To strike up a conversa-
tion with him, I asked about the imple-
mentation of field-oriented control 
(FOC), but he diverted the talk and 
told me about him. So, while colored 
fish passed in front of the portholes, 
I found out the genesis of FOC theory, 
I came to know that he had practiced 
on the drives when he was in charge 
of the electric equipment of a subma-
rine during the Second World War, and 
much more. I listened to him all along 
the tour and, when we went ashore, I 
grasped how simple and friendly the 
great scientists are.

IEM: What advice do you have for 
young researchers?

Prof. Buja: The choice to undertake a 
career as a researcher in the engineer-
ing field must be dictated by passion—
a great passion. Indeed, a researcher 
must work on “a matter in the making,” 
not on an established one. This means 
that he or she must believe strongly in 
the force of his or her ideas to over-
come the uncertainties that inevitably 
arise in carrying out a research task. 
It is equally important that he or she 
be strong enough in recognizing when 
an idea is wrong or unpractical, and 
in starting over. He or she must also 
be conscious that, behind a good 
achievement, there are long times 
spent thinking and experimenting 
even if the idea was originated from 
an instant inspiration.

Another piece of advice to a young 
researcher is that he or she must go 

leave the comfort zone of his or her 
lab to gain work experience, besides 
that of research, in labs abroad or in 
a company. Nowadays, there are a lot 
of opportunities that he or she should 
not miss. This helps him or her grow in 
many ways, such as in confronting his 
or her knowledge, assessing his or her 
competence, getting inspiration, and 
even discovering methodologies that 
advance his or her abilities. In this re-
gard, I mention the research path of a 
student of mine, Prof. R. Oboe. Under 
my guidance, he spent a part of his 
Ph.D. course in Japan at the laborato-
ry of Prof. Ohnishi and went back with 
a wealth of skills in the motion control 
field, which he has deeply nurtured to 
excel in the scientific community.

For their part, tutors must be fair 
in helping and evaluating their stu-
dents; and first of all, must be masters 
of life by teaching, together with the 
science, the values of intellectual hon-
esty, behavioral correctness, and the 
conscious use of research results.

IEM: How has retirement changed 
your life?

Prof. Buja: Much has changed. I con-
tinue to carry out research activities 
and pursue my hobbies, but now tim-
ings are reversed as most are for hob-
bies. I like walking outdoors, especially 
along the banks of the numerous rivers 
that pass through Padova, where I live. 
I like reading books about contempo-
rary history and listening to pop music. 
Research activities are mainly aimed 
at supporting the work of students and 
colleagues, with hints and discussions, 
but sometimes I inspire them with 
novel concepts, sticking to my motto: 
“research is a state of mind.”

Prof. Zbigniew Krzemiński: 
Inspiring Young Engineers and 
Scientists to Take on Great 
Industrial Challenges
Support from an experienced mentor 
who will help time and reliably show di-
rections for further development is very 
important for young scientists at the 
initial stage of their career. In this col-
umn, we present the profiles of mentors 
who have had an extraordinary impact 
on the development of the scientific ca-
reer of young engineers and scientists. 

Among them, we present Prof. Zbigniew 
Krzemiński from the Gdańsk University 
of Technology (Gdańsk Tech), Poland. 
Over the 47 years of his academic ca-
reer, Prof. Krzemiński has mentored 
several dozen young professionals, 
including 15 promoted doctors in the 
field of automation, electronics, and 
electrical engineering. Some of them 
are already well-known professors, 
such as Prof. Haitham Abu-Rub from 
Texas A&M University at Qatar, who is 
known to the readers of this column.

In 2004, Prof. Krzemiński went be-
yond strictly academic activities, and 
together with Ph.D. students created the 
university start-up MMB Drives, which, 
going through the entire development 
cycle of start-ups, has become a profes-
sional technology company [2]. And just 
as in the scientific world, where a profes-
sor’s mentees successfully solve new sci-
entific problems, in the industrial field, a 
team of Ph.D. students and doctors from 
MMB Drives has been uncompromis-
ingly facing the greatest challenges in al-
most all industries, including the power 
industry, oil and gas, renewable sources, 
rail and sea transport, electromobility, 
and, of course, the machine industry 
(see Figure 1). The headquarters of MMB 
Drives is shown in Figure 2. Befitting a 
technological company, MMB Drives 
has its own power sources in the form 
of a wind farm, photovoltaic panels, and 
heat pump.

It should be emphasized that during 
these 18 years, the MMB team did not 
lose its competitive gene won the 2021 
Grand Challenge: Energy competition, 
which was implemented as a part of the 
Grand Challenge: Formula competition, 
organized in Poland by the National 
Center for Research and Development. 
Figures 3 and 4 presents the win-
ners and MMB Team, including Prof. 
Krzemiński, all of whom are involved 
daily in engineering power electronics 
and control systems for renewable en-
ergy and variable-speed drives.

The “Grand Challenge: Energy” 
competition began with close to 200 
teams of constructors from all over 
Poland presenting the work of compact 
devices for individual applications ca-
pable of converting wind energy into 
electricity, then storing it and returning 
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it most effectively. The wind turbine 
prototypes had to meet parameters 
determined in the Participant Manual, 
i.e., their dimensions could not exceed 
2  m3 nor 200 kg. Moreover, the sys-
tems had to be esthetic and silent. The 
wind power plant developed by Prof. 
Krzemiński’s team had been equipped 
with high-power factor wind with an 
axial-flux permanent-magnet generator 
and a silicon carbide (SiC)-based pow-
er converter system, ensuring the ef-
fective management of energy storage. 
The developed shape of the blades and 
the control algorithm ensured that dur-
ing the competition the device could 
work without power limitations against 
strong winds and used maximal wind 
energy for low and high speeds.

The secret of Prof. Krzemiński’s suc-
cess consists of combining industrial 
and university experience. The begin-
ning of his career dates back to the mid-
1970s when Poland was a member of 
the so-called Socialist Bloc behind the 
Iron Curtain under the influence of the 
Soviet Union. According to the Soviet 
doctrine, free contacts of scientists of 
socialist countries with Western scien-
tists were then forbidden. Moreover, 
financial support of scientific develop-
ment in those years was highly inef-
fective due to the inefficiency and low 
effectiveness of the whole socialist bu-
reaucratic machine. Therefore, scien-
tific achievements in the field of power 
electronics and industrial electronics 
in Poland were based on only the de-
termination of individual inventors and 
researchers and their direct coopera-
tion with the industry. It was therefore 
necessary to develop such solutions 
needed for the industry which would at 
the same time inspire young doctoral 
students and scientists for the develop-
ment of their careers.

Prof. Krzemiński’s first achievement, 
when he was a doctoral student, was 
developing a controlled thyristor drive 
with an electronic controller and two 
parallel operating stepper motors for 
the textile industry. Controlling two 
motors in parallel was aimed at increas-
ing the power. The solution’s innova-
tion was the use of the impulse splitter 
for thyristors with a flip-flop system, 
which was resistant to the interference 

from control signals. Shortly thereaf-
ter, he was ready to face the greatest 
life challenge: developing the original, 
nonlinear control of an induction mo-
tor, called multiscalar control [3]. This 
challenge was related to the implemen-
tation of his doctoral dissertation and, 
as a result, determined his entire future 
academic career as a professor.

It has just been a decade since 
Blaschke proposed FOC in 1972 [4], 

enabling one to control an induction 
motor like a separately excited dc 
motor. FOC, which was based on de-
composition of the instantaneous sta-
tor current into two components: flux 
current and torque-producing current, 
ensured, in its first industrial applica-
tions, precise control of variable-speed 
drives, but assuming that the magnetic 
flux of the motor would be kept con-
stant. Today, numerous modifications 

FIGURE 3 – The MMB team, led by Prof. Zbigniew Krzemiński. The team won the 2021 Grand 
Challenge: Energy competition. 

FIGURE 1 – Prof. Krzemiński’s university collaborators and mentees with the world’s  
first prototype of a medium-voltage power electronic transformer for the oil and gas 
industry [1]. 

FIGURE 2 – The headquarters of the technology company MMB Drives has its own power 
sources in the form of a wind farm, photovoltaic panels, and heat pump. 
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and developments of FOC, thanks to 
the decoupling members of velocity 
and flux dynamics, allow for free ad-
justment of the induction motor excita-
tion [5], but at that time, new methods 
of nonlinear control of induction mo-
tors were of particular interest.

The idea of nonlinear control was to 
apply the transformation of vector vari-
ables of the induction motor model to 
new variables, independent of the refer-
ence system—one of which was propor-
tional to the motor torque—and then 
the use of linearization of the model and 
control obtained, which resulted in de-
coupling the dynamics of the regulated 
speed and flux of the induction motor. 
For linearization of the nonlinear equa-
tions of the induction motor multiscalar 
model, Prof. Krzemiński used the theo-
ry of structural synthesis of automatic 
control nonlinear systems developed 
by Ukrainian scientist L.M. Boychuk 
[6]. In multiscalar control, according 
to Prof. Krzemiński, the regulation of 
torque and flux is no longer performed 
in a rotating coordinate system, but in-
stead uses cross and scalar products 
of stator current and rotor flux as the 
products contain complete informa-
tion about the mutual position of the 

stator current vector and rotor flux 
vector. The nonlinear feedback allows 
linearization and therefore simplifica-
tion of the mechanical and electromag-
netic control loops. In the second half 
of the 1980s, it became possible for Pol-
ish scientists to go to Western Europe. 
Thanks to a Robert Bosch scholarship, 
Prof. Krzemiński was able to attend the 
1987 International Federation of Auto-
matic Control Congress, where, for the 
first time, he presented his proprietary 
method for nonlinear control of induc-
tion motors [3].

The fall of the Berlin Wall and the 
liberation of Eastern Europe from the 
domination of the Soviet Union in 
1989–1991 allowed scientists from Po-
land to communicate freely with their 
colleagues around the world. In 1998–
2000, Prof. Krzemiński, in cooperation 
with the German company AvK SEG 
Kempen (later Woodward Kempen) and 
together with his Ph.D. student Andrzej 
Geniusz, actively participated in the 
development of multiscalar control for 
offshore wind turbines with double-fed 
induction generators [7], [8]. As a result 
of this cooperation, AvK SEG Kempen 
awarded Gdańsk Tech an order to de-
velop a control system for a high-power 

wind turbine generator. “We were in-
vited to collaborate to develop an in-
dustrial sensorless control system for a 
double-fed machine used in high-power 
wind farms. It required the develop-
ment of an original induction machine 
speed observer. The system was ap-
plied in practice, and the subject of 
cooperation was extended to the issues 
of generator stability in conditions oc-
curring in a wind farm,” recalls Prof. 
Krzemiński. Geniusz currently works 
at Woodward Kempen as a specialist 
responsible for the Concycle series of 
multiscalar converters. Today, Con-
cycle converters are installed in more 
than 15,500 wind turbines worldwide.

The interesting industrial challenge 
undertaken by Prof. Krzemiński’s team 
was the development of new-gener-
ation variable-speed drive solutions 
that reduce footprints and operating 
costs on oil-production platforms.

For the first time in the world, Prof. 
Krzemiński used a megawatt-scale, 
SiC-based power electronic transform-
er for supplying electric-submersible 
pump drives (see Figure 5). His team 
has also developed innovative down-
hole monitoring systems using high-
temperature electronics and created 
a reduced-diameter, high-efficiency, 
permanent-magnet motor for retrofit-
ting existing production wells (see Fig-
ure 6). The low- and medium-voltage, 
variable-speed drives and control de-
vices developed by MMB Drives have 
been used in more than 900 produc-
tion wells worldwide.

As Prof. Krzemiński emphasizes, the 
team’s function implementing projects 
in the field of modern electric drives and 
power electronic converters requires 
specialization and continuous improve-
ment of the members of the research 
team themselves. The current state of 
the theory of electric machines control 
enables high-quality regulation of select-
ed quantities, provided that the latest 
achievements of electronics and power 
electronics are used, which are devel-
oping very quickly. This creates special 
conditions for conducting research, con-
sisting of continuous improvement of 
the developed solutions, and testing the 
possibility of using electronic systems 
with the highest parameters.

FIGURE 4 – A joint social event with Prof. Krzemiński’s university associates and engineers and 
doctoral students from MMB Drives. 
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Carrying out research as a part of 
every planned project requires the 
employment of a team of professionals 
with genuine scientific and research 
achievements, especially in the field of 
laboratory work. The role of the mentor, 
in this case, is to motivate the team to 
take up challenges that go beyond the 
achievements thus far, but also to give 
a helping hand when the young special-
ist thinks that he or she has hit a dead 
end. “Despite the very rapid develop-
ment of technology all over the world, 
young specialists are sure to face many 
challenges—new types of engines that 
will be able to use battery energy more 
efficiently, or more efficient hydrogen 
production technologies. We are also 
working on all of this at MMB Drives. 
At the same time, I inspire my younger 
colleagues to always be accompanied 
by the element of fun in achieving suc-
cess,” advises Prof. Krzemiński.

Also, thanks to Prof. Buja and Prof. 
Krzemiński, the world divided by the 
Berlin Wall has been unified and freedom 
has won out. This is our role: to make sci-
ence in peace, and respect others.
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FIGURE 5 – (a) Prof. Krzemiński with his Ph.D. student Janusz Szewczyk at Alkhorayef Petroleum Company, an electric submersible pump (ESP)  
factory in Saudi Arabia. (b) The world’s first power electronic transformer-based, medium-voltage, variable-speed drive with ESP installed on the 
test rig [1], [9]. 

FIGURE 6 – High-precision downhole monitoring system using high-temperature electronics 
developed by MMB Drives.
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Introduction to the Analysis of 
Electromechanical Systems

By Paul C. 
Krause, Oleg 
Wasynczuk, 
and Timothy 
O’Connell, 
IEEE Press 
(Wiley), 2022, 
ISBN-13: 978-
1119829997 
(hardcover), 
256 pages; 

ISBN-10: 1119829992 (electronic)

M aster’s degrees related to  
aeronautics, aviation, avion-
ics, space, and aerospace 

engineering involve a synthesis of 
theoretical foundations and advanced 
technologies, which have increas-
ing importance in the 21st century. 
Modern theoretical foundations and 
technologies are integrated into aerial 
vehicles, such as airplanes, helicop-
ters and drones, and support asso-
ciated services, including air traffic 
management and operational and 
maintenance activities. Aerospace is 
a rapidly expanding area, with new 
techniques being developed and ex-
isting ones perfected and made easier 
to incorporate as standard technolo-
gies. Aerospace-connected master’s 
degrees must include atmospheric, 
orbital, and interplanetary flight dy-
namics together with a wide range 
of knowledge, including aerodynam-
ics, propulsion, structures, materials, 
manufacturing processes, hydraulics, 

pneumatics, control, computing, elec-
tronics, telecommunications, machine 
learning, electrical actuators, and elec-
tric energy.

The new book Introduction to the 
Analysis of Electromechanical Systems 
is a well-written and authoritative 
text on electromechanics, includ-
ing several industrial electronics 
subjects, such as electric machines, 
power electronics, electric drives, and 
electric systems. It is an excellent 
source of key concepts and ideas for 
aerospace-related master’s students 
aiming to grasp the analytical foun-
dations of electric machines, power 
electronics, electric drives, and elec-
tric power systems. These concepts 
are key to understanding and design-
ing all electric aircrafts and electric 
vertical take-off and landing (eVTOL) 
vehicles using electric power to take-
off, hover, flight, and land vertically.

The book is suited to an introducto-
ry course on the fundamentals of elec-
tromechanical systems. It includes 
six chapters on fundamental topics of 
electrical systems and electrical ma-
chine modeling and is oriented toward 
the control of electric drives through 
power electronics converters and 
electrical power systems. The chapter 
topics are as follows:

■■ basic system analysis
■■ fundamentals of electric machine 

analysis
■■ electric machines
■■ power electronics
■■ electric drives
■■ power systems.

The first chapter provides suffi-
cient detail to enable students to un-
derstand the fundamentals of electric 

systems, such as power calculations, 
phasor analysis, active and reactive 
power, magnetics, field energy and 
coenergy, transformers, and two- and  
three-phase electric systems. Chapter 2 
is about the fundamentals of electric 
machines. It covers coupled circuits in 
relative motion; electromagnetic force 
and torque; winding configurations; 
rotating air gap magnetomotive force; 
two-pole, two- and three-phase stators; 
reference frame transformations; sta-
tor equations in reference frames; and 
instantaneous and steady-state pha-
sors. Machines with higher numbers of 
pole pairs complete the chapter.

The third chapter studies electric 
machines, such as dc, permanent mag-
net dc, permanent magnet ac, and sym-
metrical induction machines. Attention 
is given to voltage, current, and torque 
laws, synchronous rotating frames, 
steady-state analysis, ac machine 
torque, phasors, and steady-state 
equivalent circuits. Concepts are illus-
trated using examples. Chapter 4 deals 
with power electronic converters. It in-
cludes switching circuit fundamentals, 
principles of power electronic conver-
sion, switches and switching functions, 
energy storage elements, dc–dc con-
verters, ac–dc converters, and dc–ac 
inverters. Examples of converter de-
sign/analysis are also provided.

Electric drives are introduced in 
chapter 5, which begins with the study 
of dc drive averaged models and block 
diagrams and proceeds to torque con-
trol. Brushless dc drive operation and 
torque control are studied next. An in-
duction to motor drives and their torque 
control is included. The sixth chapter 
familiarizes readers with electric power 
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systems and synchronous generators. 
It introduces the most common three-
phase wye and delta connections, ideal 
transformers, synchro-
nous generators, reactive 
power and power factor 
correction, per-unit sys-
tems, transient stability, 
and three-phase faults.

Examples and end-of-
chapter exercises/prob-
lems invite students to 
use the concepts them-
selves. The chapters also 
include important refer-
ences to specialized texts. 
This comprehensive 
book, included in the IEEE 
Press Series on Power 
and Energy Systems, offers a preface, 
appendixes with abbreviations, con-
stants, conversions, trigonometric identi-
ties, a table of contents, and an index.

Paul C. Krause is a Life Fellow of 
IEEE, 2010 recipient of the IEEE Nikola 

Tesla Award, founder of P.C. Krause 
& Associates, and former professor 
of electrical and computer engineer-

ing at Purdue Univer-
sity. Oleg Wasynczuk is 
a Fellow of IEEE, 2008 re-
cipient of the IEEE Cyril 
Veinott  Award,  chie f 
technical officer of P.C. 
Krause & Associates, 
and professor of elec-
t r ica l  and  computer 
engineering at Purdue. 
Timothy O’Connell is a 
Senior Member of IEEE, 
senior lead engineer at 
P.C. Krause & Associ-
ates, adjunct research 
assistant professor of 

electrical and computer engineering 
at the University of Illinois at Urbana-
Champaign, and associate editor of 
IEEE Transactions on Aerospace and 
Electronic Systems. The authors have 
written or cowritten hundreds of tech-

nical papers and many textbooks on 
electric machines and electrified air-
craft propulsion.

Introduction to the Analysis of Elec-
tromechanical Systems is a unique and 
essential practical guide, mainly for 
aerospace, electronics, and electrical 
undergraduates, providing fundamental 
methods and hands-on examples 
and exercises so that students and 
even researchers from related fields 
can become familiar with methods for 
electromechanical systems. The book 
is also suited to librarians and senior 
undergraduate and graduate stu-
dents, practicing professionals, and 
professors in aerospace-related fields, 
providing concepts to further explore 
new trends in all electric powered air-
craft technology.

—Fernando A. Silva
Instituto Superior Técnico, INESC-ID,

Universidade de Lisboa, Portugal
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INTRODUCTION TO 
THE ANALYSIS OF 
ELECTROMECHANICAL 
SYSTEMS IS A 
UNIQUE AND 
ESSENTIAL PRACTICAL 
GUIDE, MAINLY 
FOR AEROSPACE, 
ELECTRONICS, 
AND ELECTRICAL 
UNDERGRADUATES.

dc motor (1871), which generated a 
torque on its shaft via a rotating field 
provided by brushes passing electrical 
energy to a collector. If Nikola Tesla was 
the first to imagine the basic principle of 
the induction motor (also called an asyn-
chronous motor) just prior to emigrating 
to the United States (1879), Ferraris was 
at the center of ac rotating field formula-
tion. He, in 1885, and Tesla, in 1887, both 
developed prototype induction motors 
with two-phase stator windings. How-
ever, the first three-phase induction 
motor, similar to what we now have in 
industry, was developed by Mikhail 
Dolivo-Dobrovolsky, in 1888.

Prof. Capolino reviewed the gen-
eral principles of rotating magnetic 

fields, after which he described the 
motors of Ferraris, Tesla, and Dolivo-
Dobrovolsky and detailed their evolu-
tion through examples from General 
Electric and Hitachi. He developed a 
classification of electrical machines 
as key elements of the modern indus-
try for electricity production and for 
electromechanical energy conversion. 
He displayed recently designed elec-
trical machines that use innovative 
materials and novels electromagnetic 
structures. At the end, he described 
technical improvements, such as in-
creasing energy efficiency, providing 
fault tolerance, and advanced winding 
configurations. The lecture was by at-
tended by 190 people from around the 

world, including many students. It was 
followed by a 15-min question-and-
answer session.

A similar, though more detailed, lec-
ture was given on 26 October 2021 for 
the IEEE France Section Life Member 
Affinity Group. Nearly 90 people, most 
of them IEEE members, attended the 
presentation, which was held remotely 
because of the pandemic. These IES 
Distinguished Lectures added a posi-
tive note to the year.

—Gérard-André Capolino
IEEE Life Fellow

IES past president (2012–2013)

�

Society News (continued from page 78)
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2022
JUNE

GPECOM 2022
Fourth Global Power, Energy, and  
Communication Conference
Cappadocia, Turkey
14–17 June 2022
https://gpecom.org/2022/

ICAT 2022
2022 28th International Conference 
on Information, Communication, and 
Automation Technologies
Sarajevo, Bosnia and Herzegovina
16–18 June 2022
https://icat.etf.unsa.ba/

SPEEDAM 2022
26th Edition of the IEEE International 
Symposium on Power Electronics, Elec-
trical Drives Automation, and Motion
Sorrento, Italy
22–24 June 2022
http://www.speedam.org/

ICCIA 2022
Seventh International Conference  
on Computational Intelligence and  
Applications
Nanjing, China
24–26 June 2022
http://iccia.org/

icSmartGrid 2022
Tenth International Conference on 
Smart Grid
Istanbul, Turkey
27–29 June 2022
http://www.icsmartgrid.org/

DoCEIS 2022
13th Doctoral Conference on Comput-
ing, Electrical, and Industrial Systems
Caparica, Portugal
29 June–1 July 2022
https://doceis.dee.fct.unl.pt/

CPE-POWERENG 2022
16th International Conference on 
Compatibility, Power Electronics, and 
Power Engineering
Birmingham, United Kingdom
29 June–1 July 2022
https://uobevents.eventsair.com/ieee2022/

JULY

YEF-ECE 2022
Sixth International Young Engineers 
Forum on Electrical and Computer 
Engineering
Caparica, Portugal
1 July 2022
http://sites.uninova.pt/yef-ece

AIM 2022
2022 IEEE/ASME International  
Conference on Advanced Intelligent 
Mechatronics
Sapporo, Japan
11–15 July 2022
https://www.aim2022.org/

INDIN 2022
2022 IEEE 20th International  
Conference on Industrial Informatics
Perth, Australia
25–28 July 2022
https://2022.ieee-indin.org/

HSI 2022
15th International Conference on 
Human System Interaction
Melbourne, Australia
29–31 July 2022
https://hsi2022.welcometohsi.org/

AUGUST

IAI 2022
Fourth International Conference on 
Industrial Artificial Intelligence
Shenyang, China
24–27 August 2022
http://journal13.magtech.org.cn/
iai2022/home

SEPTEMBER

ICEM 2022
25th International Conference on  
Electrical Machines
Valencia, Spain
5–8 September 2022
https://icem2022.com/

SEST 2022
2022 International Conference on Smart 
Energy Systems and Technologies
Eindhoven, The Netherlands
5–8 September 2022
www.sest2022.org/

AE 2022
27th International Conference on 
Applied Electronics
Pilsen, Czech Republic
6–7 September 2022
https://www.appel.zcu.cz/

ETFA 2022
2022 IEEE 27th International  
Conference on Emerging Technologies 
and Factory Automation
Stuttgart, Germany
6–9 September 2022 
https://2022.ieee-etfa.org/

PEMC 2022
2022 IEEE 20th International Power Elec-
tronics and Motion Control Conference
Brasov, Romania
25–28 September 2022
https://ieee-pemc2022.org/

RW 2022
Resilience Week 2022
Washington, D.C., United States
26–29 September 2022
www.resilienceweek.com

The IEEE Industrial Electronics Society 
(IES) is closely monitoring the evolu-
tion of the COVID-19 pandemic. The 
safety and well-being of participants 
are our priority. For updated informa-
tion regarding a specific conference, 
you may visit its website.

Please send information regarding
conferences to Yang Shi (vp-confer-
ences@ieee-ies.org) and Huijun Gao 
(vp-workshops@ieee-ies.org). 

Digital Object Identifier 10.1109/MIE.2022.3166268
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	� IES Majority Sponsored Conferences 
Other Cosponsored Conferences

	� Technically Cosponsored Conferences



OCTOBER

IECON 2022/ICELIE 2022
48th Annual Conference of the IEEE 
Industrial Electronics Society and 
Ninth IEEE International Conference on 
E-Learning in Industrial Electronics
Brussels, Belgium
18–21 October 2022
http://www.iecon2022.org

IROS 2022
IEEE/RSJ International Conference on 
Intelligent Robots and Systems
Kyoto, Japan
23–27 October 2022
https://iros2022.org/

NOVEMBER

INDEL 2022
24th International Symposium on 
Industrial Electronics and Applications
Banja Luka, Bosnia and Herzegovina
9–11 November 2022
www.indel.etfbl.net

DECEMBER

ICIEA 2022
17th IEEE Conference on Industrial 
Electronics and Applications
Chengdu, China
16–19 December 2022
http://www.ieeeiciea.org/2022/

2023
JANUARY

SII 2023
2023 IEEE/SICE International  
Symposium on System Integration
Atlanta, Georgia, United States
17–20 January 2023
https://www.sice-si.org/SII2023/

MARCH

ICIT 2023
2023 IEEE International Conference on 
Industrial Technology
Orlando, Florida, United States
8–10 March 2023
Home page: TBA

ICM 2023
2023 IEEE International Conference on 
Mechatronics
Loughborough, United Kingdom
15–17 March 2023
https://www.welcometoimago.com/icm2023/ 

APRIL

WEMDCD 2023
Sixth IEEE Workshop on Electrical 
Machines Design, Control, and  
Diagnosis 
Newcastle upon Tyne, England
13–14 April 2023
Home page: TBA

MAY

ICPS 2023
2023 IEEE Sixth International  
Conference on Industrial Cyber- 
Physical Systems
Wuhan, China
8–11 May 2023
Home page: TBA

IEMDC 2023
IEEE Electrical Machines & Drives 
Conference
San Francisco, California,  
United States
14–17 May 2023
Home page: TBA

JUNE

ISIE 2023
2023 IEEE 32nd International  
Symposium on Industrial  
Electronics
Helsinki, Finland
19–21 June 2023
Home page: TBA

AIM 2023
2023 IEEE/ASME International  
Conference on Advanced Intelligent 
Mechatronics
Seattle, Washington, United States
28M–30 June 2023
Home page: TBA

JULY

INDIN 2023
2023 IEEE 21st International  
Conference on Industrial  
Informatics
Lemgo, Germany
18–20 July 2023
Home page: TBA

IESES 2023
2023 IEEE Third International  
Conference on Industrial Electronics 
for Sustainable Energy Systems
Shanghai, China
26–28 July 2023
Home page: TBA

AUGUST

SDEMPED 2023
14th Edition of the IEEE International 
Symposium on Diagnostics for  
Electric Machines, Power Electronics, 
and Drives
Chania, Greece
28–31 August 2023
Home page: TBA

SEPTEMBER

ETFA 2023
2023 IEEE 28th International Confer-
ence on Emerging Technologies and 
Factory Automation
Sinaia, Romania
12–15 September 2023
Home page: TBA

OCTOBER

IECON 2023
49th Annual Conference of the IEEE 
Industrial Electronics Society 
Singapore
16–19 October 2023
Home page: TBA

2024
JUNE

ISIE 2024
2024 IEEE 33rd International  
Symposium on Industrial Electronics
Ulsan, South Korea
18–21 June 2024
Home page: TBA

OCTOBER

IECON 2024
50th Annual Conference of the IEEE 
Industrial Electronics Society
Chicago, Illinois, United States
13–16 October 2024
Home page: TBA

2025
AUGUST

SDEMPED 2025
15th Edition of the IEEE International 
Symposium on Diagnostics for Electric 
Machines, Power Electronics, and Drives
Grapevine, Texas, United States 
24–27 August 2025
Home page: TBA�
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